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Abstract: Artificial neural networks (ANNs) have been applied to time series forecasting. Genetic
algorithm (GA) can be used as an optimization search scheme to determine the near optimal architecture 
and parameters of a neural network, as well. In this study a rich evolutionary connectionist model is 
proposed, in which GA is used to determine the optimum number of input and hidden nodes of a 
feedforward neural network, the optimum slope of nodes’ activation function and the optimum values of 
learning rates and momentum coefficients. Empirical results on foreign exchange rate prediction indicate 
that the proposed hybrid model exhibits effectively improved accuracy, when is compared with some other 
time series forecasting models.
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INTRODUCTION

In time series forecasting, past observations of a 
variable are collected and analyzed to develop a model 
for extrapolating the time series into the future [1]. 
Over the past decades, many researchers focus on the 
development of time series forecasting models.

One of the popular time series models with widely 
usage in engineering, economic and social applications 
is auto-regressive integrated moving average (ARIMA). 
Although ARIMA models perform well over a short 
period of time and their implementations are easy, they 
have two kinds of limitations: "linear limitation" and 
"data limitation".

Several nonlinear models have been proposed to 
overcome the linear limitation. Autoregressive
conditional  heteroscedastic  (ARCH) [2], general
ARCH (GARCH) [3], bilinear [4], threshold
autoregressive  (TAR) [5] and Cobb-Douglas [6-11] are 
typical nonlinear models.

In the recent years, artificial neural networks
(ANNs) have been applied to many areas of statistics. 
One of these areas is time series forecasting [12-20].
The major advantage of neural networks is their flexible 
capability in nonlinear modeling [21].

Using hybrid models has become a common
practice to improve the forecasting accuracy since
1960s [22, 23]. Recently, more hybrid forecasting
models have been proposed:

• Combining ARIMA and support vector machine 
(SVM) [24, 25],

• Hybrid of Grey and Box-Jenkins autoregressive
moving average (ARMA) models [26],

• Integration of ANN and genetic algorithms (GAs) 
[27-29],

• Combination of generalized linear autoregression 
(GLAR) with ANN [30],

• Hybrid of artificial intelligence (AI) and ANN
[31],

• Integration of ARMA and ANN [32, 33],
• Combining seasonal ARIMA with back-

propagation (BP) ANN [34],
• Combination of several ANNs [35], 
• Hybrid model by integrating self organizing map 

(SOM) neural network, GAs and fuzzy rule base 
(FRB) [36],

• Combining fuzzy techniques with ANN [37, 38],
• Hybrid of ARIMA and fuzzy logic [39],
• Hybrid based on particle swarm optimization

(PSO), evolutionary algorithm (EA) and
differential evolution (DE) for training a recurrent 
neural network (RNN) [40].

To   improve  the  performance  of  ANNs  in
times series forecasting, in this paper the genetic
algorithm is used to determine the optimum structure 
and parameters of network. In this way, the
optimization process determines the number of hidden 
nodes of a multi-layer perceptron (MLP), the slope of 
nodes’ activation function,  the  values  of  learning 
rates  and  momentum  coefficients  in  hidden  and 
output  layers  and  the  number  of  features  (inputs  of
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MLP).  To  evaluate  the  effectiveness  of  the
proposed approach,  foreign  exchange  rate  (FOREX)
prediction, as a benchmark application [41-46], is
performed in this paper. 

The rest of the paper is organized as follows. In the 
next section, we review the application of GA in
optimization of ANN’s architecture and learning
parameters. The details of proposed hybrid
methodology are presented in Section 3. Empirical
results are reported in Section 4. Section 5 contains the 
concluding remarks.

EVOLUTIONARY NEURAL NETWORK 
MODELING APPROACH

Most of the neural-based time series data
prediction use recent data points as input, with fixed 
number of neurons in the hidden layer to forecast the 
next data point [47, 48]. Genetic algorithm can be used 
as an optimization search scheme to determine the
optimal or near optimal architecture and parameters of a 
neural network [49].

Genetic algorithm improves the performance of
ANNs by selecting the best input features, optimization 
of network parameters (e.g. learning rate, momentum
coefficient, number of hidden layers, number of nodes 
in hidden layer and initial weights), modification of 
nodes’ activation function and determination of
weights.

The genetic algorithm optimization process is
described in the following procedure:

• Randomize population.
• Evaluate the fitness function (1/(1+MSE)) for each 

individual in the population.
• Select the first two individuals with the highest 

fitness values and copy directly to the next
generation without any genetic operation.

• Select the remaining individuals in the current
generation and apply crossover and mutation
genetic operations accordingly to reproduce the
individuals in the next generation.

• Repeat from the second step until all individuals in 
population meet the convergence criteria.

• Decode the converged individuals in the final
generation and obtain the optimized parameters.

In our experiments, we use different operators for 
select and crossover operations (Table 1).

EVOLUTIONARY CONNECTIONIST 
MODEL IMPLEMENTATION

A multilayer perceptron with one hidden layer and 
sigmoid activation function (Eq. 1) is chosen as the 
base neural structure in this paper: 

i
i

1
f ( x )

1 exp( x )
=

+ −β
(1)

β in Eq. (1) is the slope of sigmoid function.
The Newton algorithm with momentum term is

used as learning function (Eq. 2):

i i iw (n 1) w w(n)∆ + =−η∇ +ρ∆ (2)

in which η is the learning rate and ρ is the momentum 
coefficient.

Mean squared error (MSE) during the training of 
network and its normalized version (NMSE) are
calculated using equations (3) and (4):
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Table 1: Description of different operators for select and crossover operations in GA
Operation Operator Description

Roulette The chance of a chromosome getting selected is proportional to its fitness.
Select Top percent (x) Randomly selects a chromosome from the top x percent of the population.

Best Selects the best chromosome.
Random Randomly selects a chromosome from the population.
One point Randomly selects a crossover point within a chromosome, interchanges the two parent chromosomes at this 

point to produce two new offspring.
Crossover Two point Randomly selects two crossover points within a chromosome, interchanges the two parent chromosomes 

between these points to produce two new offspring.
Uniform Decides which parent will contribute each of the gene values in the offspring chromosomes.
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Fig. 1: Conceptual architecture of the proposed evolutionary connectionist model

Fig. 2: EUR/USD exchange rate, 2002-2005

Table 2: Target parameters of ANN to be optimized by GA

Parameter Range of values

Number of inputs [1, 30]
Number of hidden nodes [3, 25]
Slope of hidden nodes’ activation function [0, 2]
Learning rate [0, 1]
Momentum coefficient [0, 1]

in which N is the number of training patterns and P is 
the number of output nodes. yij and dij are actual output 
and desired value, respectively.

The conceptual architecture of the proposed model 
is shown in Fig. 1.

In this paper, GA is used to globally optimize the 
parameters listed in Table 2. The ranges of values for 
these parameters are reported, too. NeuroSolutions
Toolbox is used for simulations in this paper [50]. 

To predict foreign exchange rate, as a benchmark 
application,  the  indices  which  are  calculated  based
on  close  prices of daily exchange rates of Euro/US 
Dollars (EUR/USD) and Euro/GB Pound (EUR/GBP)
are  used  for  training  MLP. The information used in 
this investigation consists of 2000 working day
observations of the mentioned exchange rates from
February 2002 to October 2008. Parts of this data for 
EUR/USD in the interval of 2002-2005 and for
EUR/GBP in the interval of 2005-2008 are shown in 
Fig. 2 and 3, respectively [51]. 

This information is divided into three parts in our 
experiments: 65% for training, 25% for validation and 
10% for test. The input and target values are normalized 
and training data is applied in a random order to remove 
the effects of current trends on the output.

Using the raw prices as the inputs of the network is 
misleading  and  this approach does not lead to accurate
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Fig. 3: EUR/USD exchange rate, 2005-2008

Table 3: Selected input indices for training ANN
Index type Index
Price and volume related inputs (High-Low), (Close-Open)/Open, (High-Low)*Volume, (Close-Open)*Volume
Trend following indicators SMAa with the periods of 5, 10, 20, 30, 50, 70, 90, 120, 150 and 200 days, difference between two SMAs 

with the periods of 4-8, 5-10, 5-20, 10-20, 10-40, 20-40, 20-80, 40-80 and 40-160 days, awesome oscillator
Market strength and direction ADXb(14), DI+c(14), DI-d(14)
indicators (in 14 days)
Momentum indicators CCIe(14), RSIf(14), accelerator oscillator 
a. Simple Moving Average; b. Average Directional Movement Index; c. Plus Directional Movement Index; d. Minus Directional Movement 
Index; e. Commodity Channel Index; f. Relative Strength Index

predictions  at  the  output  [52-55]. A  set  of  indices 
are generated by using MetaTrader software [51] and 
are used as the inputs of MLP, instead of raw prices 
(Table 3). 

The experiments are performed in two steps. In 
the first step, the best operators are chosen for select 
and crossover operations. In this step, constant values 
are assumed for mutation probability, initial
population and number of generations. These values
are set 3%, 250 and 50, respectively. In the next step, 
the effect of choosing different values for mutation 
probability, initial population and number of
generations on the prediction error is investigated. 
The crossover probability is assumed to be 0.9 in all 
of the experiments.

EMPIRICAL RESULTS

Based on the optimum values of MLP
parameters, which are determined by using GA, the 
empirical results are reported in this section. To
evaluate the performance of ANN in EUR/USD and 
EUR/GBP exchange  rate  prediction, the values of 

MSE and NMSE after online training and for various 
optimum conditions are presented in Table 4 and 5, 
respectively.

As shown in these tables, different operators are 
used for select and crossover operations in GA. In 
each combination of these operators, the optimum
values for the number of input and hidden nodes and 
the slope of activation function are reported in tables.

When the combination of "Top percent (20)" and 
"One point" operators is used, the NMSE in
EUR/USD exchange rate prediction is minimized
(Table 4). The best combinations for EUR/GBP
exchange rate prediction, in terms of MSE, are "Top 
percent (30)-One point" and "Top percent (10)-Two
point", as well (Table 5).

To find the most relevant indices in exchange 
rate prediction, the number of selection of inputs is 
depicted in Fig. 4. As shown in Fig. 4, the rate of 
change (ROC=(Close-Open)/Open) and relative
strength index in 14 days (RSI(14)) are the most 
relevant features. The moving average in 150 days 
(MA(150)) is the least relevant feature in these
predictions.
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Table 4: Performance of the proposed model in EUR/USD exchange rate prediction
NMSEMSEßNumber of hidden nodesNumber of inputsCrossover operatorSelection operator
0.0520.00320.14620One point
0.0530.00331.16412Two pointBest
0.0690.00430.15717Uniform
0.0600.00380.281112One point
0.0550.00350.171917Two pointTop percent (30)
0.0520.00320.211713Uniform
0.0470.00290.55312One point
0.0520.00320.061520Two pointTop percent (20)
0.0500.00310.61515Uniform
0.0520.00330.051415One point
0.0540.00340.192115Two pointTop percent (10)
0.0530.00330.161811Uniform
0.0590.00370.071215One point
0.0500.00310.112319Two pointRoulette
0.0680.00420.102318Uniform
0.0750.00490.22711One point
0.0550.00340.042417Two pointRandom
0.0580.00360.012314Uniform

Table 5: Performance of the proposed model in EUR/GBP exchange rate prediction

NMSEMSEßNumber of hidden nodesNumber of inputsCrossover operatorSelection operator

0.0700.00140.331414One point
0.0570.00111.24814Two pointBest
0.0630.00130.84815Uniform

0.0490.00100.432411One point
0.0760.00150.26915Two pointTop percent (30)
0.0670.00130.331916Uniform

0.0640.00130.391915One point
0.0550.00110.49239Two pointTop percent (20)
0.0610.00120.291010Uniform

0.0570.00111.05159One point
0.0510.00100.221312Two pointTop percent (10)
0.0580.00130.251116Uniform

0.0710.00140.781416One point
0.0540.00110.18813Two pointRoulette
0.0820.00210.591212Uniform

0.0970.00230.12514One point
0.2900.00750.521721Two pointRandom
0.0670.00160.38812Uniform

Table 6: Performance comparison of the proposed mode l with some other forecasting models

Model Application MSE Research group

Hybrid of ARIMA and ANN [33] Canadian lynx forecasting 0.0170 Zhang (2003)
ANN [12] Canadian lynx forecasting 0.0140 Katijani et al. (2005)
Hybrid of ARIMA and ANN [56] Canadian lynx forecasting 0.0130 Khashei et al. (2009)
Hybrid of Elman recurrent ANN and ARIMA [57] Canadian lynx forecasting 0.0090 Aladag et al. (2009)
Hybrid of ARIMA, fuzzy logic and ANN [38] Exchange rate prediction 0.0043 Khashei et al. (2009)
Hybrid of GA and ANN (proposed) Exchange rate prediction 0.0010
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Fig. 4: Number of input index selection in EUR/USD and EUR/GBP exchange rate predictions

Fig. 5: Error performance in various initial populations and new generations

The performance of the proposed model in
EUR/GBP exchange rate prediction for various initial 
populations (100 to 500), is depicted in Fig. 5. As 
shown in this figure, increasing the number of initial 
population above 300 does not improve the
performance and there is no need to search in parameter 
space after 30 generations. 

CONCLUSIONS

Genetic algorithm was used in this paper to
optimize  the  parameters  of  a  multilayer  perceptron's 
structure  (e.g.  number  of  input  and  hidden  nodes 
and the slope of nodes' activation function) and its 
learning  coefficients  (learning  rate  and  momentum). 
To evaluate the effectiveness of the proposed approach, 
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EUR/USD and EUR/GBP exchange rates were
predicted.

Empirical results showed that the proposed
evolutionary-connectionist hybrid model has better
performance, when is compared with some other time-
series forecasting models (Table 6). 
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