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Abstract: We introduce a kind of bilinear differential equations by generalizing Hirota bilinear operators,
and explore when the linear superposition principle can apply to the resulting generalized bilinear differential
equations. Together with an algorithm using weights, two examples of generalized bilinear differential
equations are computed to shed light on the presented general scheme for constructing bilinear differential
equations which possess linear subspaces of solutions.
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INTRODUCTION

It is known that the Hirota bilinear form provides an ef-
ficient tool to solve nonlinear differential equations of
mathematical physics [1]. Particularly, based on the Hi-
rota bilinear form, soliton solutions can be generated by
the Hirota perturbation technique [1] or the multiple exp-
function algorithm [2]. It is interesting to note that the
linear superposition principle can also apply to Hirota bi-
linear equations and present their resonant soliton solu-
tions [3]. Such solutions would be dense in the solution
set of a function space, appropriately equipped with an
inner product, and play an important role in formulating
basic approximate solutions to initial value problems.

Many important equations of mathematical physics
are rewritten in the Hirota bilinear form through depen-
dent variable transformations [1,4]. For instance, the
KdV equation

ut + 6uux + uxxx = 0,

the Boussinesq equation

utt + (u2)xx + uxxxx = 0,

and the KP equation

(ut + 6uux + uxxx)x + uyy = 0,

which can be expressed as

(DxDt +D4
x)f · f = 0

under the transformation u = 2(ln f)xx,

(D2
t +D4

x)f · f = 0

under the transformation u = 6(ln f)xx, and

(DtDx +D4
x +D2

y)f · f = 0

under the transformation u = 2(ln f)xx, respectively. In
the above equations, Dx, Dy and Dt are Hirota bilinear
operators, and generally, we have

Dm
x D

n
yD

k
t f · g =

( ∂
∂x
− ∂

∂x′
)m( ∂

∂y
− ∂

∂y′
)n×

( ∂
∂t
− ∂

∂t′
)k
f(x, y, t)g(x′, y′, t′)

∣∣
x′=x,y′=y,t′=t

,

for nonnegative integers m,n and k. Wronskian solu-
tions, including solitons, positons and complexitons [5]-
[8], can be presented precisely, on the basis of the Hirota
bilinear form.

In this letter, we would like to introduce a kind of
generalized bilinear differential operators and explore
when the linear superposition principle applies to the cor-
responding bilinear differential equations. The resulting
theory paves a way to construct a new kind of bilinear
differential equations which possess linear subspaces of
solutions. The considered solutions are linear combina-
tions of exponential traveling wave solutions, and the in-
volved exponential wave solutions may and may not sat-
isfy the corresponding dispersion relations. All the ob-
tained results will exhibit that there are bilinear differ-
ential equations different from Hirota bilinear equations,
which share some common features with linear differen-
tial equations.

The letter is structured as follows. In the 2nd sec-
tion, we will generalize Hirota bilinear operators and in-
troduce a kind of generalized bilinear differential equa-
tions. In the 3rd section, we will analyze the linear super-
position principle for exponential traveling waves and es-
tablish a criterion for guaranteeing the existence of linear
subspaces of exponential traveling wave solutions to gen-
eralized bilinear differential equations. In the 4th section,
we will present two examples of newly introduced bi-
linear differential equations, together with an algorithm
using weights to compute. In the final section, we will
make a few concluding remarks.
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BILINEAR DIFFERENTIAL OPERATORS AND
EQUATIONS

Let M,p ∈ N be given. We introduce a kind of
bilinear differential operators:

M∏
i=1

Dni
p,xi

f · g =

M∏
i=1

( ∂

∂xi
+ α

∂

∂x′i

)ni
f(x)g(x′)

∣∣
x′=x

,

(1)
where x = (x1, · · · , xM ), x′ = (x′1, · · · , x′M ),
n1, · · · , nM are arbitrary nonnegative integers, and for
an integer m, the mth power of α is defined by

αm = (−1)r(m), if m ≡ r(m) mod p (2)

with 0 ≤ r(m) < p.
For example, if p = 2k (k ∈ N), all above bilinear

differential operators are Hirota bilinear operators, since
D2k,x = Dx [1,9]. If p = 3, we have

α = −1, α2 = α3 = 1, α4 = −1, α5 = α6 = 1, · · · ,

which tells the pattern of symbols

−, +, +, −, +, +, · · · (p = 3);

and if p = 5, we have

α = −1, α2 = 1, α3 = −1, α4 = α5 = 1,

α6 = −1, α7 = 1, α8 = −1, α9 = α10 = 1, · · · ,

which tells the pattern of symbols

−, +, −, +, +, −, +, −, +, +, · · · (p = 5).

Note that the pattern of symbols for defining Hirota bi-
linear operators is

−, +, −, +, −, +, · · · (p = 2),

and similarly when p = 7, the pattern of symbols is

−, +, −, +, −, +, +,

−, +, −, +, −, +, +, · · · (p = 7).

Following those patterns of symbols, some new bilinear
differential operators can be computed:

D3,xf · g = fxg − fgx,

D3,xD3,tf · g = fxtg − fxgt − ftgx + fgxt,

D3
3,xf · g = fxxxg − 3fxxgx + 3fxgxx + fgxxx,

D2
3,xD3,tf · g = fxxtg − fxxgt − 2fxtgx + 2fxgxt

+ftgxx + fgxxt,

D3
3,xD3,tf · g = fxxxtg − fxxxgt − 3fxxtgx + 3fxtgxx

+3fxxgxt + 3fxgxxt + ftgxxx − fgxxxt,

D4
3,xf · g = fxxxxg − 4fxxxgx + 6fxxgxx

+4fxgxxx − fgxxxx,

D5
3,xf · g = fxxxxxg − 5fxxxxgx + 10fxxxgxx

+10fxxgxxx − 5fxgxxxx + fgxxxxx;

and

D5,xf · g = fxg − fgx,

D5,xD5,tf · g = fxtg − fxgt − ftgx + fgxt,

D3
5,xf · g = fxxxg − 3fxxgx + 3fxgxx − fgxxx,

D2
5,xD5,tf · g = fxxtg − fxxgt − 2fxtgx + 2fxgxt

+ftgxx − fgxxt,

D3
5,xD5,tf · g = fxxxtg − fxxxgt − 3fxxtgx + 3fxtgxx

+3fxxgxt − 3fxgxxt − ftgxxx + fgxxxt,

D4
5,xf · g = fxxxxg − 4fxxxgx + 6fxxgxx

−4fxgxxx + fgxxxx,

D5
5,xf · g = fxxxxxg − 5fxxxxgx + 10fxxxgxx

−10fxxgxxx + 5fxgxxxx + fgxxxxx.

Immediately from those formulas, we see that except
D3

5,xf · f = 0, D3
3,xf · f , D5

3,xf · f and D5
5,xf · f do

not equal to zero, which is different from the Hirota case:
D3
xf · f = D5

xf · f = 0.
Now let P be a polynomial in M variables and in-

troduce a generalized bilinear differential equation:

P (Dp,x1
, · · · , Dp,xM

)f · f = 0. (3)

Particularly, when p = 3, we have the generalized bilin-
ear KdV equation

(D3,xD3,t+D
4
3,x)f · f = 2 fxtf −2 fxft+6 fxx

2 = 0,
(4)

the generalized bilinear Boussinesq equation

(D2
3,t +D4

3,x)f · f = 2 fttf − 2 ft
2 + 6 fxx

2 = 0, (5)

and the generalized bilinear KP equation

(D3,tD3,x +D4
3,x +D2

3,y)f · f = 2 fxtf − 2 fxft

+6 fxx
2 + 2 fyyf − 2 fy

2 = 0. (6)

We would like to discuss linear subspaces of solu-
tions to the generalized bilinear differential equations de-
fined by (3). More exactly, as in the Hirota case [3], we
want to explore when the linear superposition principle
will apply to the generalized bilinear differential equa-
tions (3).

LINEAR SUPERPOSITION PRINCIPLE

Let us now fix N ∈ N and introduce N wave vari-
ables

ηi = k1,ix1 + · · ·+ kM,ixM , 1 ≤ i ≤ N, (7)

and N exponential wave functions

fi = eηi = ek1,ix1+···+kM,ixM , 1 ≤ i ≤ N, (8)
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where the kj,i’s are constants. Note that we have a bilin-
ear identity:

P (Dp,x1
, · · · , Dp,xM

) eηi · eηj

= P (k1,i + αk1,j , · · · , kM,i + αkM,j) e
ηi+ηj , (9)

where the powers of α obey the rule (2). Then we con-
sider a linear combination solution to the bilinear differ-
ential equation (3):

f = ε1f1+ · · ·+ εNfN = ε1 e
η1 + · · ·+ εN eηN , (10)

where εi, 1 ≤ i ≤ N , are arbitrary constants. Thanks to
(9), we can compute that

P (Dp,x1
, · · · , Dp,xM

)f · f

=

N∑
i,j=1

εiεjP (Dp,x1
, · · · , Dp,xM

) eηi · eηj

=

N∑
i,j=1

εiεjP (k1,i + αk1,j , · · · , kM,i + αkM,j) e
ηi+ηj

=

N∑
i=1

εi
2
[
P (k1,i + αk1,i, · · · , kM,i + αkM,i) e

2 ηi

+
∑

1≤i<j≤N

εiεj [P (k1,i + αk1,j , · · · , kM,i + αkM,j)

+P (k1,j + αk1,i, · · · , kM,j + αkM,i)] e
ηi+ηj . (11)

It thus follows that a linear combination function f de-
fined by (10) solves the generalized bilinear differential
equation (3) if and only if for 1 ≤ i ≤ j ≤ N , all

P (k1,i + αk1,j , · · · , kM,i + αkM,j)

+P (k1,j + αk1,i, · · · , kM,j + αkM,i) = 0 (12)

are satisfied, where the powers of α obey the rule (2).
The conditions in (12) present a system of nonlinear al-
gebraic equations on the wave related numbers ki,j’s and
the coefficients of the polynomial P . Generally, it is not
easy to solve (12). But in many cases, such systems have
various sets of solutions. In the next section, we will
present an idea to solve.

We now summarize our result as follows.

Thm 1. (Criterion for linear superposition principle)
Let P (x1, · · · , xM ) be a polynomial in the indicated
variables and the N wave variables ηi, 1 ≤ i ≤ N , be
defined by ηi = k1,ix1 + · · · + kM,ixM , 1 ≤ i ≤ N ,
where the ki,j’s are all constants. Then any linear
combination of the exponential waves eηi , 1 ≤ i ≤
N , solves the generalized bilinear differential equation
P (Dp,x1

, · · · , Dp,xM
)f · f = 0 if and only if the condi-

tions in (12) are satisfied.

This theorem tells us that the linear superposition
principle can apply to generalized bilinear differential

equations defined by (3). It also paves a way of con-
structing N -wave solutions to generalized bilinear dif-
ferential equations. The system (12) is a resonance con-
dition we need to deal with (see [10] for resonance of
2-solitons for Hirota bilinear equations). As soon as we
find a solution of the wave related numbers ki,j’s to the
system (12), we can present an N -wave solution, formed
by (10), to the considered generalized bilinear differen-
tial equation (3).

APPLICATIONS

Let us now consider how to compute examples of
generalized bilinear differential equations, defined by
(3), with linear subspaces of solutions, by applying The-
orem 1. The problem is how to construct a multivariate
polynomial P (x1, · · ·xM ) such that

P (k1,1 + αk1,2, · · · , kM,1 + αkM,2)

+P (k1,2 + αk1,1, · · · , kM,2 + αkM,1) = 0, (13)

holds for two sets of constants k1,i, · · · , kM,i, i = 1, 2,
where the powers of α obey the rule (2). Our basic idea
to solve is to introduce weights for the independent vari-
ables and then use parameterizations of wave numbers
and frequencies (see [11] for the case of Hirota bilinear
equations).

Let us first introduce the weights for the independent
variables:

(w(x1), · · · , w(xM )) = (n1, · · · , nM ), (14)

where each weight w(xi) = ni is an integer, and then
form a polynomial P (x1, · · · , xM ) being homogeneous
in some weight. Second, for i = 1, 2, we parameterize
the constants k1,i, · · · , kM,i, consisting of wave numbers
and frequencies, using a free parameter ki as follows:

kj,i = bjki
ni , 1 ≤ j ≤M, (15)

where the bj’s are constants to be determined. This pa-
rameterization balances the degrees of the free parame-
ters in the system (13). Then, plugging the parameter-
ized constants (15) into (13), we collect terms by powers
of the parameters k1 and k2, and set the coefficient of
each power to be zero, to obtain algebraic equations on
the constants bj’s and the coefficients of the polynomial
P . Finally, solve the resulting algebraic equations to de-
termine the polynomial P and the parameterization.

Now, the resulting solution obviously yields a gen-
eralized bilinear differential equation defined by (3) and
a linear subspace of its solutions given by

f =

N∑
i=1

εifi =

N∑
i=1

εi e
b1ki

n1x1+···+bMki
nM xM , N ≥ 1,

(16)
where the εi’s and ki’s are arbitrary constants.

In what follows, we present two illustrative exam-
ples in 3+1 dimensions, which apply the above parame-
terization achieved by using one free parameter.
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Example 1. Example with positive weights:
Let us introduce the weights of independent vari-

ables:

(w(x), w(y), w(z), w(t)) = (1, 2, 3, 4). (17)

Then, a general polynomial being homogeneous in
weight 5 reads

P = c1x
5 + c2x

3y + c3x
2z + c4xt+ c5yz. (18)

Following the parameterization of wave numbers and fre-
quency in (15), the wave variables read

ηi = kix+ b1ki
2y + b2ki

3z + b3ki
4t, 1 ≤ i ≤ N,

where ki, 1 ≤ i ≤ N , are arbitrary constants, but b1, b2
and b3 are constants to be determined. In this example,
the corresponding generalized bilinear differential equa-
tion reads

P (D3,x, D3,y, D3,z, D3,t)f · f
= 2 c1fxxxxxf − 10 c1fxxxxfx + 20 c1fxxxfxx

+6 c2fxxfxy + 2 c3fxxzf + 2 c4fxtf

−2 c4fxft + 2 c5fyzf − 2 c5fyfz = 0. (19)

The corresponding linear subspace of N -wave solutions
is given by

f =

N∑
i=1

εifi =

N∑
i=1

εi e
kix+b1ki

2y+b2ki
3z+b3ki

4t, (20)

where εi, 1 ≤ i ≤ N, are arbitrary constants but
b1, b2, b3 need to satisfy

c5b1b2 + c4b3 + c1 + c3b2 = 0,

−5 c1 − c4b3 = 0,

10 c1 − c5b1b2 + 3 c2b1 = 0.

(21)

A special solution to (21) is

b1 = −5 c3
c5

, b2 = −3 c2
c5

, b3 = −15 c2c3
c4c5

, (22)

when the coefficients of the polynomial P satisfy

c1 =
3 c2c3
c5

. (23)

If c4 = 0, then c1 = 0, and further a non-trivial (e.g.,
b1b2 6= 0) solution of b1 and b2 is given by

b1 = −c3
c5
, b2 =

3 c2
c5

, (24)

but b3 is arbitrary.
If c4 6= 0, then

b3 = −5 c1
c4

, (25)

and further two non-trivial (e.g., b1b2 6= 0) solutions of
b1 and b2 are determined by{

c3b2 − 4 c1 = 0,

3 c2b1 + 10 c1 = 0,
(26)

when c5 = 0, and{
c3c5b2

2 + (6 c1c5 − 3 c2c3)b2 + 12 c1c2 = 0,

c5b1b2 + c3b2 − 4 c1 = 0,
(27)

when c5 6= 0. The formula (27) provides a large class
of generalized bilinear equations which possess the dis-
cussed N -wave solutions.
Example 2. Example with positive and negative
weights:

Let us introduce the weights of independent vari-
ables:

(w(x), w(y), w(t)) = (1,−1, 3). (28)

Then, a polynomial being homogeneous in weight 2
reads

P = c1x
2 + c2x

3y + c3x
4y2 + c4yt. (29)

Following the parameterization of wave numbers and fre-
quency in (15), the wave variables read

ηi = kix+ b1ki
−1y + b2ki

3t, 1 ≤ i ≤ N,

where ki, 1 ≤ i ≤ N , are arbitrary constants, but b1 and
b2 are constants to be determined.

Now, a similar direct computation tells that the cor-
responding generalized bilinear differential equation

(c1D
2
3,x + c2D

3
3,xD3,y + c3D

4
3,xD

2
3,y

+c4D3,tD3,y)f · f = 0 (30)

possesses the linear subspace ofN -wave solutions deter-
mined by

f =

N∑
i=1

εifi =

N∑
i=1

εi e
kix+b1ki

−1y+b2ki
3t, (31)

where the εi’s and ki’s are arbitrary, but b1 and b2 satisfy
−c1 + 6 c3b1

2 = 0,

−c4b1b2 + 4 c3b1
2 = 0,

c4b1b2 + c3b1
2 + c1 + 3 c2b1 = 0.

(32)

Therefore, the coefficients of the polynomial P need sat-
isfy

121 c1c3 = 54 c2
2, (33)

and then the corresponding generalized bilinear differen-
tial equation

P (D3,x, D3,y, D3,z, D3,t)f · f
= 2 c1fxxf − 2 c1fx

2 + 6 c2fxxfxy

+2 c3fxxxxyyf + 8 c3fxxxfxyy

+12 c3fxxy
2 + 2 c4fytf − 2 c4fyft = 0 (34)
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has the N -wave solution defined by (31) with

b1 = −11 c1
18 c2

, b2 = −12 c2
11 c4

. (35)

CONCLUDING REMARKS

We introduced a new kind of bilinear differential op-
erators and analyzed when the corresponding generalized
bilinear equations possess the linear superposition prin-
ciple. Particularly, we computed two examples by an al-
gorithm using weights and their linear subspaces of ex-
ponential traveling wave solutions. The balance require-
ment of weights allows us to present a class of parame-
terizations of wave numbers and frequencies,

Theorem 1 presents a sufficient and necessary crite-
rion for guaranteeing the applicability of the linear su-
perposition principle to a kind of generalized bilinear
differential equations. It also follows from Theorem 1
that if we begin with an arbitrary multivariate polynomial
P (x1, · · · , xM ), then a sufficient and necessary condi-
tion to guarantee the applicability of the discussed linear
superposition principle is

P (k1,i + αk1,j , · · · , kM,i + αkM,j)

+P (k1,j + αk1,i, · · · , kM,j + αkM,i) = 0,

where 1 ≤ i ≤ j ≤ N . This also serves as a starting
point for us to search for generalized bilinear differential
equations which possess linear subspaces of solutions.

Our results generalize Hirota bilinear operators and
establish a bridge between bilinear differential equations
and linear differential equations, which exhibits a kind
of integrability of nonlinear differential equations [12].
The existence of linear subspaces of solutions amends
diversity of exact solutions generated by various analyt-
ical methods (see, for example, [13]-[19]). The general-
ized bilinear operators (1) definitely bring more oppor-
tunities to generate non-trivial trilinear differential equa-
tions. It is also extremely interesting to explore other
mathematical properties that the generalized bilinear dif-
ferential equations (3) possess and how to construct their
non-resonant soliton solutions.
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