
Middle-East Journal of Scientific Research 24 (Techniques and Algorithms in Emerging Technologies): 24-29, 2016
ISSN 1990-9233;
© IDOSI Publications, 2016
DOI: 10.5829/idosi.mejsr.2016.24.TAET23315

Corresponding Author: S. Indhumathi, CSE, Nandha Engineering College, Erode, India.
24

Extricating Opinion Word from Review Based on
Word Alignment Model Using Topical Lexicon

S. Indhumathi and M. Senthamarai

CSE, Nandha Engineering College,
Erode, India

Abstract: Social  media  is  one  of  the  biggest  forums  to  express opinions. Sentiment analysis is the
procedure by which information is extracted from the opinions, appraisals of people in regards to entities,
events and their attributes. Sentiment analysis is also known as opinion mining. Opinion Mining is to analyze
and classify the user generated data like reviews, blogs, comments, articles, etc. Mining opinions and
sentiments from natural language are a challenging task. The systems continuously gather a wide array of
information  from  the Web, such as product reviews, brand perception and political issues. Other systems
might also use opinion mining and sentiment analysis as subcomponent technology to improve customer
relationship management and recommendation systems through positive and negative customer feedback. To
this end, this paper proposes an access control mechanism using copyright policy attribute based algorithm
to enforce access control policy with efficient attribute and user revocation capability and also proposed a
Partially supervised alignment model identifying the relationship between co-occurrence of opinion relation.
Opinion words usually co-occur with opinion targets and there are strong modification relations and
associations among them (opinion relations or opinion associations). Therefore, many methods jointly extracted
opinion targets and opinion words in a bootstrapping manner. Compared to previous algorithm copyright policy
is more secure one.
Text processing plays a significant role in information 
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INTRODUCTION

With the rapid expansion of e-commerce, more and
more products are sold on the Web and more and more
people are buying products on the Web. In order to
enhance customer satisfaction and their shopping
experiences, it has become a common practice for online
merchants to enable their customers to review or to
express opinions on the products that they buy. With
more and more common users becoming comfortable with
the Internet, an increasing number of people are writing
reviews. As a consequence, the number of reviews that a
product receives grows rapidly. Some popular products
can get hundreds of reviews at some large merchant sites.
It makes it very hard for a potential customer to read them
to help him or her to make a decision on whether to buy
the product. Fig. 1.1: Overview of Data Mining
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The Web [1] contains a wealth of opinions about Xiaowen Ding, Bing Liu and Philip s. Yu [5] describes
products, politicians and more, which is expressed in One of the important types of information on the Web is
newsgroup posts, review sites and elsewhere. In the past the opinions expressed in the user-generated content,
few years, many researchers studied the problem, which e.g., customer reviews of products, forum posts and
is called opinion mining or sentiment analysis The main blogs. In this paper, they focus on customer reviews of
task are To decide whether the comments are positive or products. In particular, we study the problem of
negative. Both tasks are very challenging. A lexicon- determining the semantic orientations (positive, negative
based method [2] is proposed to use opinion bearing or neutral) of opinions expressed on product features in
words (or simply opinion words) to perform a task. reviews. With the rapid expansion of e-commerce over the

Opinion words are words that are commonly used to past ten years, more and more products are sold on the
express positive or negative opinions (or sentiments), e.g., Web and more and more people are buying products
“amazing”, “great”, “poor” and “expensive”. The method online. To enhance customer shopping experience, it has
counts the number of positive and negative opinion become a common practice for online merchants to enable
words that are near the product feature in each review their customers to write reviews on products that they
sentence. If there are more positive opinion words than have purchased. We want to accurately identify the
negative opinion words, the final opinion on the feature semantic orientations of opinions expressed on each
is positive and otherwise negative. The opinion lexicon or product feature by each reviewer. Semantic orientation
the set of opinion words are obtained through a means whether the opinion is positive, negative or
bootstrapping process neutral. This paper proposed an effective method for

To extract [3] and analyze opinions from online identifying semantic orientations of opinions expressed
reviews, it is unsatisfactory to obtain merely the overall by reviewers on product features.
sentiment about a product. In most cases, customers Tengfei Ma and xiao jun wan [6] describes that news
expect to find fine-grained sentiments about an aspect or Comments on the web express readers’ attitudes or
feature of a product that is reviewing. opinions about an event or object in the corresponding

Literature Survey: Minqinghu  and  Bing  Liu [4] comments is very important for many useful Web
describes that it is a common practice that merchants applications. However, many sentences in the comments
selling products on the Web ask their customers to review are irregular and informal and sometimes the opinion
the products and associated services. As e-commerce is targets are implicit. Thus, the task is very challenging and
becoming more and more popular, the number of customer it has not investigated yet. In this paper, they propose a
reviews that a product receives grows rapidly. For a new approach to uniformly extracting explicit and implicit
popular product, the number of reviews can be in opinion targets from news comments by using Centering
hundreds. This is difficult for a potential customer to read Theory. They propose a novel approach to extracting
them to make a decision on whether to buy the product. opinion targets in Chinese news comments. To solve the
In this project, aim to summarize all the customer reviews problem of implicit target extraction, we extract focused
of a product. This summarization task is different from concepts and rank their importance by computing the
traditional text summarization because we are only semantic relatedness with sentences via Wikipedia. Also,
interested in the specific features of the product that we apply Centering Theory to the target extraction
customers have opinions on and also whether the system, for utilizing contextual information
opinions are positive or negative. We do not summarize Arjun Mukherjee and Bing Liu [8] describes that
the reviews by selecting or rewriting a subset of the writing comments about news articles, blogs, or reviews
original sentences from the reviews to capture their main have become a popular activity in social media. In this
points as in the classic text summarization. The objective paper, we analyze reader comments about reviews.
is to produce a feature-based summary of a large number Analyzing review comments is important because reviews
of customer reviews of a product sold online. We believe only tell the experiences and evaluations of reviewers
that this problem will become increasingly important as about the reviewed products or services. Comments, on
more people are buying and expressing their opinions on the other hand, are readers’ evaluations of reviews, their
the Web. Our experimental results indicate that the questions and concerns. Clearly, the information in
proposed techniques are effective in performing their comments is valuable for both future readers and brands..
tasks. Some reviewers may even write fake reviews to promote

news article. And opinion target extraction [7] from news
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some  products,  which  is called opinion spamming [9]. MATERIALS AND METHODS
To recover the online review arrangement and user
experience, some review hosting sites allow readers to Data mining is the process of collecting, searching
write comments about reviews. through and analyzing a large amount of data in a

K. Liu, H. L. Xu, Y. Liu and J. Zhao [10] In this paper database, as to discover patterns or relationships. A
they have used partially supervised word alignment model series of challenges have emerged in data mining and in
in the monolingual scenario which mines opinion relations that one of the major challenges is opinion mining.
in sentences. Further, they have used the co-ranking Opinion mining is the field of study that analyzes the
algorithm on the graph to find confidence of each people opinions, sentiments, appraisals and emotion
candidate and extraction of a candidate having higher towards the entities such as products, services.
confidence was done as opinion target. Compared to The main objective is to gather the opinion about the
previous syntax-based methods It gives better result by products from the online review websites. The emergence
avoiding parsing errors in informal sentences in online of user-generated content via social media had an
reviews. undeniable impact on the commercial environment. In fact,

Opinion Mining: Opinion mining  is  a  technique  which business towards the customer.
is  used  to detect and extract subjective information in
text documents. In general, sentiment analysis tries to
determine the sentiment of a writer about some aspect and
also the overall contextual polarity of a document. The
sentiment may be his or her judgment, mood or evaluation
People’s opinions and experience are very valuable
information in decision-making process.

Fig. 3.1: Workflow of Opinion Mining target list from online product reviews. As a result,

Nowadays several websites encourage users to attributes. Accordingly this subtask is also called as the
express and exchange their views, suggestions and product.
opinions related to product, services, policies, etc. Also, opinion words are the words that are used to
publically. The increased popularity of these sites express users’ opinions. In the above example, “colorful”,
resulted from huge collection of people opinion on the “big” and “disappointing” are three opinion words.
web in much-unstructured manner. Extracting [11] the Constructing an opinion words lexicon is also important
useful content from these opinion sources becomes a because the lexicon is beneficial for identifying opinion
challenging task. This situation created a new area of expressions.
research called opinion mining and sentiment analysis. Only considering opinion relations is insufficient.
Opinion mining and sentiment analysis extract and Previous methods mainly focused on employing opinion
classify  the  people’s  opinion   automatically    from    the relations among words for opinion target/word co-
internet. extraction. They have investigated a series of techniques

social media has shifted the content publishing from

Fig. 4.1: Extracting Opinion word from review

Mining Opinion Relations: An opinion target is define as
the object about which users express their opinions,
typically as nouns or noun phrases. In the above example,
“screen” and “LCD resolution” are two opinion targets.
Previous methods have usually generated an opinion

opinion targets usually are product features [12] or
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to enhance opinion relations identification performance, Graph-Based Co-Ranking Algorithm: After extracting
such as nearest neighbor and syntactic patterns and
intuitively, besides opinion relations, semantic relations
may provide additional rich clues for indicating opinion
targets/words

Word Alignment Model: To extract and analyze opinions
from online reviews, it is unsatisfactory to obtain merely
the overall sentiment about a product. In most cases,
customers expect to find fine-grained sentiments about an
aspect or feature of a product that was reviewed. For
example:

“This phone has a colorful and big screen, but its LCD
resolution is very disappointing.”

For these two subtasks, previous work was generally
adopted a collective extraction strategy. The intuition
represented by this strategy was that in sentences,
opinion words usually co-occur with opinion targets and
there are strong modification relations and associations
among them (which in this paper are called opinion
relations or opinion associations). Therefore, many
methods jointly extracted opinion targets and opinion
words in a bootstrapping manner. If we know “big” to be
an opinion word, then “screen” is very likely to be an
opinion target in this domain. Next, the extracted opinion
target “screen” can be used to deduce that “colorful” is
most likely an opinion word.

Hill-Climbing Algorithm: The existing system captures
opinion relations between opinion targets and opinion
words using the word alignment model. Constrained Hill-
Climbing Algorithm is used to achieve this in which
Review sentence was given as input. The calculated
alignment for the sentence is prepared as output. Then
calculating the Opinion Associations among Words are
carried out.

Here, from the alignment results, a set of word pairs
was obtained, each of which is composed of a noun/noun
phrase (opinion target candidate) and its corresponding
modified word (opinion word candidate). Next, the
alignment probabilities between a potential opinion target
w  and a potential opinion word w  are estimated usingt o

probability. Then estimating candidate confidence with
graph co-ranking is carried out.

To  calculate  the Opinion association between
words

the opinion word and the opinion target, the relations has
been constructed by the opinion relation graph was
shown.

Fig. 4.2: Graph-based Co- ranking

Graph co-ranking method was estimated by
candidate confidence of each opinion word and opinion
target and this can be constructing on the graph. The
word which has a higher problem will be extracting as
opinion word or opinion target. 

To  calculate  the  confidence  of  each  candidate
given below

The candidate confidence can be estimating by
random walking method. Here the confidence of an
opinion target candidates and opinion word candidates in
the iterations, then the higher confidence than the
threshold are obtained as an opinion word or opinion
target. The previous bootstrapping method has the error
propagation problem. The graph based co-ranking
algorithm effectively decreases the error problem.

Topical Lexicon: The proposed system captures opinion
relations between opinion targets and opinion words
using the word alignment model as in existing system.
Also, topical relations are considered such that Nokia and
Samsung are related words for mobile. Moreover, phrases
are taken for opinion targets and words.

For extracting topic lexicon, supervised methods are
suitable, but such methods highly rely on manually
labeled training data [13]. The framework proposed in this
paper doesn’t need any manually labeled data. First, they
generate few high-quality sentiment [14] and topic seeds
in a target domain Afterworlds by using labeled source
domain data and relationships between topic and
sentiment words they propose Relative Adaptive
bootstrapping algorithm which expands seed in the target
domain. Bootstrapping improves performance of classifier
it starts with small set of labeled seeds by adding
unlabeled data and iteratively retraining the classifier.
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Performance Analysis: phrase in a limited window as its modifier. Clearly, this

Fig. 5.1: Expected Result obtain better alignment results.

Let compare the value of r and M between sentiment REFERENCES
and topic word extraction are given below

Fig. 5.2: Result on varying values of r 2010. "Extracting and ranking product features in

Fig. 5.3: Result on varying values of M 6. Ma, T. and X. Wan, 2010. Opinion target extraction in

Where International Conference on Computational
r – The number of generated seeds Linguistics: Posters (pp: 782-790). Association for
M – The number of iterations Computational Linguistics.

CONCLUSION "Opinion word expansion and target extraction

In  this  project  mining,  the opinion relations 37(1): 9-27.
between  opinion  targets  and  opinion  words  was  the 8. Mukherjee, A. and B. Liu, 2012. Modeling review
key  to  collective  extraction.  To  this  end, the most comments. InProceedings of the 50  Annual Meeting
adopted   techniques   have   been   nearest-neighbor of the Association for Computational Linguistics:
rules and syntactic patterns. Nearest neighbor rules Long Papers-Volume 1 (pp: 320-329). Association for
regard  the  nearest  adjective/verb  to  a  noun/noun Computational Linguistics.

strategy cannot obtain precise results because there exist
long-span modified relations and diverse opinion
expressions

In this project that standard word alignment models
are often trained in a completely unsupervised manner,
which results in alignment quality that may be
unsatisfactory. We certainly can improve alignment
quality by using supervision and both time consuming
and impractical to label manually full alignments in
sentences. Thus, we further employ a partially supervised
word alignment model. We deem that we can easily obtain
a portion of the links of the full alignment in a sentence.
These can be used to constrain the alignment model and
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