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Abstract: Data mining is the investigation of experimental datasets to extract tendency and relationships which
will be substantive for the user. In genetic studies, these techniques have disclosed attention-grabbing
findings, particularly within the hereditary predisposition to contract specific diseases. In this, Call Trees plays
major role and this can be a choice support tool that contains tree like graph of choices and also the potential
consequences. They need ordinarily been utilized in totally different universe eventualities starting from
research to classifying mintage. The aim of this paper is to explain the final framework that we tend to adopted
within the application of call tree algorithms to the analysis of deoxyribonucleic acid knowledge set associated
with cases of genetic defect. The four algorithms have compared interms of their accuracy, exactness and recall
on the data sets taken from world protein data bank. The time taken for learning the decision tree by every
algorithmic program has a dditionally compared in this paper.
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INTRODUCTION advantage of easy to  understand  the  process of

Data mining applications has wealthy focus as a of attributes together with its classes, a decision tree
result  of  its  significance  of classification algorithms. produces sequences of rules  that  have  used to
The comparison of classification formula may be a recognize     the        classes       for     decision-making.
complicated and it's an open downside. First, the notion The  decision   tree   method   has  gained popularity due
of the performance has outlined in some ways like to  its  high   accuracy  of  classifying  the  data  set [5].
accuracy, speed, cost, dependability, etc. Second, an The most widely used algorithms for building a  decision
appropriate tool is important to quantify this performance tree  are  ID3,  C4.5, CHi-squared automatic interaction
[1]. Third, a regular methodology should choose to match detector (CHAID) and classification and regression trees
with the measured values. (CART).

The selection of the best classification algorithm for Algorithms, such as ID3, often use heuristics that
a given dataset is a very widespread problem. In this tend to find short decision trees [6], however, finding the
sense, it requires to make several methodological choices shortest decision tree is a hard optimization problem [7].
[2]. The various data mining techiques have been The real world process of evolution inspires genetic
employed for classification process in the diagnosis of Algorithms (GAs) [8]. GAs has used to construct short
diseases [3]. Among them, this paper focuses on the and near-optimal decision trees. In order to utilize genetic
decision tree algorithms from classification methods, algorithms, decision trees must have represented as
which has used to assess the classification performance chromosomes on which genetic operators such as
and to find the best algorithm in obtaining qualitative mutation and crossover has applied. Genetic algorithms
student data. The decision tree algorithm is very useful have used in two ways for finding the near-optimal
and well known for their classification. It has an decision trees.

creating  and  displaying  the results [4]. Given a data set
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One way is that they had used to construct decision significant as defined by an alpha-to-merge value, then it
trees in a hybrid or preprocessing manner. The other way will merge the respective predictor categories and repeat
is to apply them directly to decision trees [9]. In this this step (i.e., find the next pair of categories, which now
paper, we implement decision trees using C4.5 algorithm may include previously merged categories). If the
as well as ID3, CHAID and CART. The comparison of statistical significance of the respective pair of predictor
performance among the algorithms has done in this paper. categories is significant (less than the respective alpha-to-

MATERIALS AND METHODS Bonferroni adjusted p-value of the set of categories for

Chi-Squared Automatic Interaction Detector (CHAID):
CHAIS algorithm selects a set of predictors and their Selecting the Split Variable: The next step is to choose
interactions and predicts the optimal value of the the split  the  predictor variable  with  the  smallest
dependent variable. In the end, what we get is a adjusted p-value, i.e.,  the  predictor  variable  that will
classification tree. The dependent variable could be a yield  the  most significant split; if the smallest
qualitative variable or a quantitative variable. (Bonferroni) adjusted p-value for any predictor is greater

The CHAID model or a CHAID diagram had thought than some alpha-to-split value, then no further splits have
of as an inverted tree trunk, which splits into different performed, and the respective node is a terminal node.
branches  and  sub  branches.  Initially the "Tree Trunk" Continue this process until no further splits can be
is  the  totality  of  all  the  participants  in the study [10]. performed [12].
A series of predictor variables has studied to see if
splitting the sample based on these predictors leads to a Classification and Regression Tree (CART):
statistically significant discrimination in the dependent Classification and Regression Trees has based on Hunt’s
variable. For this Chi square test and F tests are done  and algorithm. CART handles both categorical and
their P values are calculated. If the p values are not continuous attributes to build a decision tree. It handles
statistically significant, then the algorithm merges the missing values. CART uses Gini Index as an attribute
respective predictor variables (or categories in case of selection measure to build a decision tree. Unlike ID3 and
categorical data). If a statistical significance has observed, C4.5 algorithms, CART produces binary splits. The Gini
then a split has made. This becomes the first branching of Index measure does not use probabilistic assumptions like
the tree [11]. Then for each of the groups, we face the ID3, C4.5. CART uses cost, complexity pruning to remove
question whether they had further split into subgroups so the unreliable branches from the decision tree to improve
that there are significant differences in the dependent the accuracy. To measure the degree of impurity are Gini
variable. The program will actually compute F-tests. Index that are defined as
Specifically, the algorithm proceeds as follows:

Preparing Predictors: The first step is to create
categorical predictors  out  of  any  continuous  predictors The Gini Index of a pure table consists of a single
by dividing the respective continuous distributions into class is zero because the probability is 1 and 1-1 = 0.
a number of categories with an approximately equal Similar to Entropy, Gini  Index  also reaches  maximum
number of observations. For categorical predictors, the value when all classes in the table have equal probability.
categories (classes) have "naturally" defined. To work out the information gain for A relative to S, first

Merging Categories: The next step is to cycle through
the predictors to determine for each predictor the pair of
(predictor) categories that is least significantly different
with respect to the dependent variable; for classification
problems (where the dependent variable is categorical as To determine the best attribute for a particular node
well), it will compute a Chi-square test (Pearson Chi- information gain is calculated. The information gain has
square); for regression problems (where the dependent defined as,
variable is continuous), F tests. If the respective test for
a given pair of predictor categories is not statistically

merge value), then (optionally) it will compute a

the respective predictor.

2

it needs to calculate the Gini Index of S.
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Gini Index and information gain have calculated for all Repeat this process until the Entropy of the node
the nodes. As the result of the calculation, the attribute equals null. At that moment, the nodes have been not
has used to expand the tree. Then delete the attribute of expandable anymore because the samples in this node
the samples in these sub-nodes and compute the Gini belong to the same class.
Index and the Information Gain to expand the tree using
the attribute with highest gain value [13]. Repeat this C4.5: C4.5 algorithm [20] is a successor of ID3 that uses
process until the Entropy of the node equals null. At that gain ratio as a splitting criterion to partition the data set.
moment, the nodes have unexpanded anymore because The algorithm applies a kind of normalization to
the samples in this node belong to the same class. information  gain   using   a   “split  information”  value.

Iterative Dichotomiser (ID): Iterative Dichotomiser (ID3) in the  tree it uses the measure called information gain.
is a simple decision tree-learning algorithm developed by The information gain, gain (S, A) of an attribute A, relative
Ross Quinlan [14]. The basic idea of ID3 algorithm is to to a collection of examples S, is defined as
construct the decision tree by employing a top-down,
greedy search through the given sets to test each
attribute at every tree node, in order  to  select  the
attribute which is most useful for classifying a given set.
A statistical property called information gain has defined
to measure the worth of the attribute [15]. where values (A) is the set of all possible values for

Given a data table that contains attributes and the attribute A, and Sv is the subset of S for which attribute
class of the attributes, we can measure homogeneity (or A has value v (i.e., Sv = {s  S | A(s) = v}). The first term
heterogeneity) of the table based on the classes. If a table in the equation for Gain is just the  entropy  of  the
is pure or homogenous, it contains only a single class. If original collection S and the second term is the expected
a data table contains several classes, then it says that the value of the entropy after S is partitioned using attribute
table is impure or heterogeneous [16]. To measure the A. The expected entropy described by this second term is
degree of impurity or entropy, simply the sum of the entropies of each subset weighted

(S, A) is therefore the expected reduction in entropy

The entropy of a pure table (consist of single class)
is zero because the probability is 1 and the log (1) = 0.
Entropy reaches maximum value when all classes in the
table have equal probability.

To work out the information  gain  for  A  relative  to and
S,  it  first  need  to   calculate   the   entropy   of   S  [17].
To determine the best attribute for a particular node in the
tree, information gain is applied. The information gain,
gain (S, A) of an attribute A, relative to the collection of The process of selecting a new attribute and
examples S, information gain is calculated to all the partitioning the training examples has now repeated for
attributes [18]. each non-terminal descendant node. Attributes that had

given attribute can appear at most once along any path

Of the result of the calculations, the root attribute has Every attribute has already been included along this
used to expand the tree. Then delete the attribute of the path through the tree, 
samples in these sub-nodes and compute the Entropy and The training examples associated with this leaf node
the Information Gain to expand the tree using the attribute all have the same target attribute value (i.e., their
with the highest gain value [19]. entropy is zero).

To determine  the   best  attributes  for  a  particular node

by the fraction of examples | S | / | S | that belong to Gain

caused by knowing the value of attribute A [19].

incorporated higher in the tree have excluded, so that any

through the tree. This process continues for each new leaf
node until either of two conditions has met:
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Gain ratio has used for attribute selection, before UGENE integrates dozens of well-known biological tools
calculating Gain ratio Split Information calculated [21]. and algorithms, as well as original tools in context of
Take the original samples as the root of the decision tree. genomics, evolutionary biology, virology and other
As the result of the calculation, the attribute has used to branches of life science. UGENE provides a graphical
expand the tree. Then delete the attribute of the samples interface for the pre-built tools so biologists.
in these sub-nodes and compute split information to split
the tree using the attribute with highest gain ratio value. Data Set: We have collected qualitative data such as
This process continues, until all data have classified genetic disorder affected and non-affected DNA from the
perfectly or run out of attributes. Repeat this process until repository of the World Protein Data Bank (PDB). From
the Entropy of the node equals null [22]. At that moment, the collected data, 100 samples have taken for this
expanding the node has not been possible anymore experiment and data are available in PDB format, which
because the samples in this node belong to the same has supported and processes by UGENE 1.4 tool. 
class.

Experimental Design
Bio Software: To conduct this experiment we have Table 1, describes the classification accuracy of ID3,
selected UGENE 1.4 bio software. UGENE is free, open- C4.5, CHAID and CART algorithms when we applied on
source Bioinformatics software that helps biologists to the collected DNA data sets. 
analyze various biological data, such as sequences, When ID3 algorithm is applied, 67 instances are
annotations, multiple alignments, phylogenetic trees, NGS correctly  classified  and  31  instances are misclassified
assemblies, and others. The data can be stored both (i.e. for which an incorrect prediction has made) and two
locally (on a personal computer) and on a shared storage. instances   are    unclassified.    Since     67    instances  are

RESULTS AND DISCUSSION

Fig. 1: Results of the comparison between the four different classifiers

Fig. 2: Visualization of generating decision tree
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Fig. 3:Visualization of diagonized DNA dataset

Fig. 4: Visualization of sequence analysis using UGENE tool

Table 1: Classification accuracy

Algorithms / Classified Instances ID3 C4.5 CART CHAID

Correctly 67% 89% 73% 65%
Incorrectly 31% 10% 25% 31%
Unclassified 2% 1% 2% 4%

misclassified, two instances are unclassified the ID3
algorithm does not obtain higher accuracy. The graph,
which has depicted in Fig. 1, shows the results of the
comparison between the four different algorithms interms
of their classification accuracy.

From Table 1, it has found that the C4.5 yields the
highest accuracy of 89% compared to ID3, CART and
CHAID. However, the CART algorithm yields the highest
accuracy of 73% when compared with other two
algorithms.

The visualization of generating decision tree has
depicted in Fig. 2 and the diagnosed DNA dataset has
visualized in Fig. 3. The analysis of DNA sequence has
illustrated in Fig. 4. The knowledge represented by
decision tree has extracted and represented in the form of

IF-THEN rules. From the above set of rules, it has found
that the protein patterns have significantly related to
sample genetic disorder affected DNA from the result has
obtained.

CONCLUSION

This research work compares the performance of ID3,
C4.5, CHAID and CART algorithms. The experimental
result show that the C 4.5 has the best classification
accuracy. This experimentation significance also
concludes that CHAID was missing 4% of the data set
and 31% of incorrect in genetic  disorder  identification.
ID3 has also had the same amount mismatched
identification with the CHAID. Overall, the 89% is better
and near most one when compare to another ID3, CHAID
and CART algorithms.

In future, the same experiment would have
administered to the distinctive sort of infection like the
diabetes, heart sicknesses and numerous different
infections.
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