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Abstract: Collection of requirements from the stakeholders plays a very important role in requirement
engineering. As the stake holders vary from small groups to large this task becomes troublesome. Issues arise
when the collected requirements are large such that the requirement engineers are not able to focus on the
desired requirements. As the stakeholders expertise varies from stakeholder to another, various elicitation
methods are needed to be adopted in collecting the requirements. This paper focus in classifying the valid
requirements from the set of collected requirements using clustering techniques. In this research two most
frequently used algorithms in clustering namely k means and fuzzy c means are used. The output generated is
then analyzed for evaluating the performance of the two clustering algorithms. On analysis the fuzzy c means
algorithm was found to be more suitable for clustering of library requirements. The results proved to be
satisfactory. Since there are large number of requirements collected from stakeholders clustering the
requirements reduces the software development and maintenance to large extent.
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INTRODUCTION The number of stakeholders in modern projects are too

Requirement engineering is the most  essential  part managing project requirements [13-15]. As the knowledge
of software engineering which ensures the overall quality of the stakeholders vary to a different extent care should
of software  product.  Errors  produced  and  undetected be taken in choosing the elicitation methods while
at this stage will prove costly at the later stage of collecting the requirements. One of the biggest problems
software development.  Requirement   engineering with requirements engineering is that the stakeholders
activities include elicitation, analysis and validation and may be numerous and distributed with varying and
documentation of the collected  requirements.  These conflicting goals [16]. This has resulted in their
tasks individually  contribute  to  the overall quality of requirement sets also growing in size, complexity and type
the software The  requirements  elicited  from  the [6].
stakeholders are entered in the software requirement Web-based toolset helps requirements engineers to
specification (SRS) [1-10]. Hence requirement identify project stakeholders, elicit product requirements
specification should be  correctly  collected.  The  ability and stakeholders’ preferences for these requirements by
of  the  requirement engineers  in eliciting the asking stakeholders to recommend other stakeholders,
requirements mainly depends upon the stakeholder’s propose new requirements and rate already submitted
participation.   Web   based   elicitation  techniques such requirements [14]. Careful evaluation and prediction of
as forums, wikis and online survey are used now to elicit valid requirements is necessary for a good SRS. This task
the  requirements  from  a  large number of stakeholders when related to very large projects, are in need of
[11, 12]. automated support. The problem is how to automatically

During  the   requirement  elicitation,  significant and efficiently coordinate large numbers of stakeholders’
effort is   needed   in   discovering  and  understanding requests and to arrange the subsequent requirements into
the  requirements from  large  number  of stakeholders. meaningful structures.

large thereby causing problem in identification and
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Literature Review: The collected requirements from the
stakeholders are decomposed based on the common
characteristic shared by the requirements using clustering
technique. Thus the grouped requirements share certain
common properties. In [10] a software automate is
constructed for requirement clustering using natural
language parser and hierarchical clustering techniques.
Certain requirement clustering encapsulates the
requirements by clustering the requirements using
similarity and association relations and then encapsulate
each cluster by defining external interface as stimulus
response pair [14]. Problem of document clustering
requirements is addressed through surveying standard
clustering techniques in [4] and their application to the
requirements clustering process is discussed. Based on
[15-17] clustering techniques applied for requirement
encapsulation reduces the total cost of software over its Fig. 1: Proposed Methodology For Requirement
entire life cycle by 16-30 percent depending on the extent Clustering On Applying Clustering Techniques.
to which the software requirement reuse is deployed.
Collected requirements are prioritized based on factors like the known performance of the method with particular type
cost value and weights assigned to stakeholders group. of data, available hardware and software facilities and size
Cost-value based requirements prioritization techniques of the dataset [17].
rely on eliciting the relative costs and value of each
requirements for each stakeholders group [8]. Weights are Proposed Work: Proposed method uses fuzzy c means
also assigned to all stakeholders groups, by which we can and k means clustering algorithm to group the library
compute the overall value of a requirement as the requirements. The requirements are grouped on the
weighted sum of its value for each stakeholders group similarity measures calculated. We use cosine and vector
and rank the set of requirements accordingly. Different computation as similarity measures for the clustering
variants of this approach are used in practice [9, 18]. techniques. Since there are large number of requirements

The usage of clustering techniques for requirements collected from stakeholders clustering the requirements
engineering is a growing research area now-a-days. reduces  the   software  development  and   maintenance
Cluster analysis is an important data mining technique to large extent. The work has been carried out in WEKA.
used to find data segmentation and pattern information. The Waikato Environment for Knowledge Analysis
By clustering the data, people can obtain the data (WEKA) 3.60 serves as an intelligent tool for data
distribution, observe the character of each cluster and analysis and predictive modelling. WEKA was chosen for
make further study on particular clusters. In addition, its wide collection of free analytical tools and data mining
cluster analysis usually acts as the pre-processing of algorithms. The following figure describes about the
other data mining operations [7]. Therefore cluster proposed methodology for the research work in this
analysis has become a very active research topic in data paper.
mining.

Clustering is a group of physical or abstract objects, MATERIAL AND METHODS 
divided into several groups according to the degree of
similarity between them, and makes the same data objects Requirements clustering techniques address the
within a group of high similarity and different groups of relationship between requirements. Requirements clusters
data objects are not similar [3, 21]. Applications of contribute to requirements reuse, but not sufficient for
clustering techniques are used in identifying homogenous design and code reuse.
groups of stakeholders that can be used as input to
existing requirements selection and prioritization Data Preparation: The well known UCI Machine Learning
techniques [19]. The choice of application of a particular Repository is used and it is actually a collection of
method generally depends on the type of output  desired, databases  which  is widely  used  by   the  researchers of
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Machine Learning, especially for the empirical algorithms Update U , U
analysis of this discipline [1]. The requirements specified
by the stakeholders of the library are taken as the data set.
The data set contains five attributes namely stake-id,
Requirement, specific requirements and role. (4)

Fuzzy C Means Algorithm: Fuzzy c-means (FCM) is a
method of clustering which allows one piece of data to
belong to two or more clusters. This method (developed If||U  -U ||<  then STOP; otherwise return to step
by Dunn in 1973 [5] and improved by Bezdek in 1981[2]) 2.
is frequently used in pattern recognition. It is based on
minimization of the following objective function: K Means Algorithm: K-means (MacQueen, 1967) is one

solve the well known clustering problem. The procedure
(1) follows a simple and easy way to classify a given data set

where m is any real number greater than 1, u  is the degree fixed a priori. The main idea is to define k centroids, oneij

of  membership   of   x   in  the  cluster  j,  x   is  the  ith  of for each cluster. These centroids should be placed in ai i

d-dimensional measured data, c  is  the  d-dimension cunning way because of different location causesj

center of the cluster and ||*|| is any norm expressing the different result. So, the better choice is to place them as
similarity between any measured data and the center. much as possible far away from each other. The next step
Fuzzy partitioning is carried out through an iterative is to take each point belonging to a given data set and
optimization of the objective function shown above, with associate it to the nearest centroid. When no point is
the update of membership u  and the cluster centers c  by: pending, the first step is completed and an early groupij j

centroids as barycenters of the clusters resulting from the

(2) are done. In other words centroids do not move any more

This iteration will stop when ,

where  is a termination criterion between 0 and 1,
whereas k is the iteration steps. This procedure converges
to a local minimum or a saddle point of J .m

The algorithm is composed of the following steps:

Initialize U=[u ] matrix, Uij
(0)

At k-step: calculate the centers vectors C =[c ] with(k)
j

U(k)

(3)

(k) (k+1)

(k+1) (k)

of the simplest unsupervised learning algorithms that

through a certain number of clusters (assume k clusters)

age is done. At this point we need to re-calculate k new

previous step. After we have these k new centroids, a new
binding has to be done between the same data set points
and the nearest new centroid. A loop has been generated.
As a result of this loop we may notice that the k centroids
change their location step by step until no more changes

[19-21].
Finally, this algorithm aims at minimizing an objective

function, in this case a squared error function. The
objective function

(4)

where |x - c |  is a chosen distance measure between a(j) ²
i j

data point x  and the cluster centre ,(j)
i j

c  is an indicator of the distance of the n data points fromj

their respective cluster centres.

The algorithm is composed of the following steps:

Place K points into the space represented by the
objects that are being clustered. These points
represent initial group centroids.
Assign each object to the group that has the closest
centroid.
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Fig. 2: Time comparison of fuzzy c means and k means
algorithm

Fig. 3: Precision, Recall And F Measure Values Of Fuzzy
C Means Algorithm

Fig. 4: Precision, Recall And F Measure Values Of K
Means Algorithm

When all objects have been assigned, recalculate the
positions of the K centroids.
Repeat Steps 2 and 3 until the centroids no longer
move. This produces a separation of the objects into
groups from which the metric to be minimized can be
calculated.

Experimental Results and Analysis: The number of
clusters is given by the user during the execution of the
program. The output generates four clusters: cluster1,
cluster2, cluster3 and cluster4.The cluster quality is
evaluated using the following factors.

Table 1: Execution time in milli seconds
Number of Records Fuzzy-C-Means K-Means
100 1614 1832
250 1623 1841
350 1648 1846
450 1656 1856
550 1668 1867
650 1689 1869
750 1678 1889

Table 2: Precision, Recall, F values for Fuzzy C Means Algorithm
Number of Records Precision Recall F-Measure
100 1.23546 0.25896 1.05493
250 1.56983 0.36581 1.03658
350 1.35647 0.36592 1.04568
450 1.68523 0.45236 1.069852
550 1.47892 0.15632 1.36258
650 1.65823 0.62315 1.245698
750 1.72153 0.12365 1.32658

Table 3: Precision, Recall, F values for k Means Algorithm
Number of Records Precision Recall F-Measure
100 0.325441 0.032589 0.06312
250 0.245634 0.312444 0.05863
350 0.123485 0.312454 0.04256
450 0.147895 0.442323 0.06245
550 0.236985 0.123123 0.24563
650 0.452173 0.123123 0.25858
750 0.523698 0.452392 0.35435

Execution time, 
f measure 
Precision
Recall.
Distribution of the requirements in the clusters

Table 2 shows the execution time taken by fuzzy c
means and k means algorithm with  increase  in  the
number of records. Though the execution time increases
with the increase in number of records the time
consumption  for  fuzzy  c means is less compared to the
K-Means.

The following figure shows the execution time
comparison of fuzzy c means and k means algorithm. Here
the x-axis represents the number of records and the y-axis
represents the time in milliseconds.

Table 2 shows the precision values, recall values and
f measure values which evaluate the cluster accuracy
using fuzzy c means algorithm. 

In the following graph, the x-axis represents the
number of records and the y-axis represents the accuracy
values.

The following table shows the precision values, recall
values and f measure values which evaluate the cluster
accuracy using k means algorithm. 
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Table 4: Distribution of requirements in clusters
Clustering algorithm Cluster1 Cluster2 Cluster3 Cluster4
Fuzzy c means 201 145 225 223
K means 79 50 291 362

Table 5: Distribution Of Requirements In Each Cluster Using Fuzzy C
Means

Requirements that No of Requirements
Occurred in Both 1&2 65
Occurred in Both 1&3 85
Occurred in Both 1&4 60
Occurred in Both 2&1 59
Occurred in Both 2&3 58
Occurred in Both 2&4 70
Occurred in Both 3&1 89
Occurred in Both 3&2 53
Occurred in Both 3&4 55
Occurred in Both 4&1 72
Occurred in Both 4&2 63
Occurred in both 4&3 65
Occurred in 1,2,3 &4 15

In the following graph, the x-axis represents the
number of records and the y-axis represents the accuracy
values

Also since k means algorithm is hard where the data
points falls exactly in only in one cluster, fuzzy c means
allows the data points to group in more than one clusters.
Thus on finding the similarity measures the library
requirements group in more than one clusters.

The following table shows the number of
requirements that appear in more than one clusters On
analyzing the distribution of requirements it is found that
the requirements that appear in one cluster also appears
in other clusters also depending upon the similarity
measures.. These requirements can be used in identifying
the valid requirements and the stakeholders who specify
it. Further it can also be used for prioritizing the
requirements which greatly reduces the software
development time and cost.

CONCLUSION

This study was proposed to study the similarities
between the requirements and group them into clusters
using fuzzy c means and k means and also compare the
performance of both the algorithms. The library data set
specified by various stakeholders is used. After analysing
fuzzy c means and k means algorithm we conclude the
following results. 

The execution time speed of the fuzzy c means
algorithm is better than k means algorithm thus the
performance of fuzzy c means is higher compared to the k
means.  As   the   number   of  records  increases,  the  time

execution of both the technique gets increased but the
fuzzy c means performance is found to be better than the
k means algorithm. The precision, recall and f measure
values measure more accuracy on applying fuzzy c means
compared to k means algorithm. From the experimental
results it is concluded that fuzzy c means algorithm is
efficient for larger data set and is well suited for
requirement clustering. Stakeholders grouping can be
done by analysing the common requirements that appears
in all the clusters using fuzzy c means algorithm Future
work may consider the stakeholders priorities of
requirements during requirement elicitation and the
requirement clustering performance using various other
clustering techniques can be compared. Further the
requirements thus grouped using clustering may be used
for software modernization, requirements re-use and
software requirement improvement.
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