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Mining Frequent Itemsets Using Genetic Algorithm
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Abstract: Association rule plays a vital role for mining frequent itemsets which is the recent research area in
data mining. Frequent itemsets are generated by using partition, sampling and hashing technique. By using
Genetic Algorithm (GA) we can improve the efficieny of finding frequent itemsets. The advantage of Genetic
Algorithm is to find the frequent itemsets with less time complexity. The main aim of this paper is to find the
frequent itemsets from the Dengue Virus data sets. Our findings reveals that Leucine (L), Phenylalanine (F),
Lysine (K), Serine (S) and Glycine (G) are the dominating amino acids in Dengue Virus Type-1.genetic
algorithm.This paper reveals the same dominating amino acids with less time in seconds.
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INTRODUCTION the Apriori Algorithm is the most well known association

Mining association rule is one of the recent data It uses largest itemset property [1].
mining research. Mining useful information and helpful
knowledge from the large databases leads to an important “Any subset  of  a  large  itemset  must  be large”
research area [1, 2]. The Apriori algorithm is the basic The  basic idea of Apriori algorithm is to generate item
algorithm for mining association rules.Data mining sets of a particular size and then scan the database to
handles large amounts of data. The information can be count these to see if they are large. L  is used to generate
used for applications  such  as  market  analysis, medical next C . L represent Large Itemset. C represents
diagnosis and fraud detection. Given a set of items candidate items. All singleton itemsets are used as
I={I ,I ,….In} and a database transactions D={t ,t ……t } candidates in the first pass. The set of large item sets of1 2 1 2 m

where t ={I ,I ….I } and Iij  I, an association rule is of the previous pass, L  is joined with itself to determine thei i1 i2 in

the form X  Y where X, Y I are sets of items called candidates.
itemsets and X Y= . The confidence or strength ( ) for
an association rule X  Y is the ratio of the number of Steps Involved in Apriori Algorithm
transactions that contain X Y to the number of Input: Input  sequence  from polyprotein datasets
transactions that contain X. The association rule problem [Dengue virus 1] from Gen Bank: AAB 27904.1
is to identify all association rules with a minimum support
and confidence. The most common approach to find Output: Set of frequent patterns
association rules is to break up the problem into 2 parts.

Find Large Itemsets
Generate rule from the frequent Itemsets Find all frequent itemsets

A Large (Frequent) Itemset is an Itemset whose equal to the minimum support
number  of  occurance  is  above  the  threshold  (s)  [3], Generate candidate itemsets and prune the results

rule algorithm and it is used in most commercial products.

i

i+1

i-1

Method: Step 1:

Get frequent items whose occurrence greater than or
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Step 2: Generate association rules which satisfy Simple Generational Genetic Algorithm:
min.support and min.confidence

Genetic Algorithm: Genetic Algorithms (GAs) are
heuristic  search  algorithm  based  on  the  ideas of
natural selection and genetic. GA is an approach to
inductive  learning.  GA  works  in   an  iterative  manner.
It  uses fitness measure to solve the problem  [4].
Standard GA uses genetic operators such selection,
crossover and mutation. GA runs to generate solutions
for successive generations. Hence the quality of the
solutions in successive generations improves [5], the
process is terminated  when  an  optimum    solution    is
   found. The functions of genetic operators are as
follows:

Selection: Use  a  fitness  function  to  evaluate the
current solution. Where fitness is a comparable measure
of how efficiently a chromosome solves the problem at
hand.

Crossover: Crossover develops new elements for the
population by combining parts of two elements currently
in the population.

Mutation: Alters the new solutions in the search for better
solutions.

In Genetic algorithm the operators are repeatedly
applied to a population. This generational process is
repeated  until  a  termination  condition  has been
reached.

Common Terminating Conditions Are:

A solution is found that satisfies minimum criteria
Fixed number of generations reached
Allocated budget (computation time/money) reached
Manual inspection
Combinations of the above

Choose the initial population 
Evaluate the fitness of each 
Repeat on this generation until termination
Select the best individuals for reproduction
Breed new individuals through crossover and
mutation
Evaluate  the  individual   fitness   of   new
individuals
Replace   least-fit   population   with    new
individuals

The paper [6] proposes three different measures for
performance evaluation of GAs such as the likelihood of
optimality, the average fitnessvalue and the likelihood
of evolution leap. Therefore it follows from the above
theoretical discussion that GA based solution provides
significant improvement in computational complexity in
comparison  with  Apriori  algorithm and all its variants
[7].

We first load the sample of records from the
transaction database that fits into memory. An initial
population is created consisting of randomly generated
transactions [8], each transaction can be represented by
a string of bits. Our proposed genetic algorithm based
method for finding frequent itemsets repeatedly
transforms the population by executing the following
steps such as: 

Fitness Evaluation
Selection
Recombination
Replacement

RESULTS

This genetic algorithm is implemented by taking the
sample sequential datasets for Dengue virus 1(DEN1):
Gen Bank: AAB2 7904.1 which consists of 777 amino
acids.

Table 1: Comparison between Apriori algorithm and Genetic Algorithm

Confidence Time taken in secs  (Apriori algorithm) Time taken in secs (GA algorithm)

90 .0020 .0021

80 .0012 .0012

70 .0010 .0010

60 .0008 .0008

50 .0010 .0010
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The accuracy of the system is measured by the time 9. Pujari, A.K., 2010. Data Mining Techniques,
it takes to find the association rule. The following table Universities Press. International Journal of Artificial
shows the time taken in seconds for different confidence Intelligence and Applications (IJAIA), 1(4): 143.
measures [9-20]. 10. Anandhavalli,    M.,    Suraj   Kumar   Sudhanshu,

CONCLUSION Optimized association rule mining using genetic

We have dealt with a challenging association rule 0975-3265, 1(2): 01-04.
mining problem of finding frequent itemsets the GA based 11. Markus Hegland, 2005. The Apriori Algorithm-a
method. The method, described here is very simple and Tutorial. CMA, Australian National University,
efficient one.This method almost working with similar WSPC/Lecture Notes Series, pp: 22-27. 
accuracy for this Dengue Virus dataset. This system 12. Kazuo Sugihara, Measures for Performance
produces the same results as that of  Apriori  algorithm. Evaluation of Genetic Algorithms. Dept. of ICS, Univ.
we can identify very clearly that Leucine (L), of Hwaii at Manoa.
Phenylalanine (F), Lysine (K), Serine (S) is strongly 13. LIU, B., W. HSU, S. CHEN and Y. MA, 2000.
associated with Glycine (G). In future this work can be Analyzing the Subjective Interestingness of
compared with the FP-tree algorithm [21-23]. Association Rules. IEEE Intelligent Systems.
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