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Abstract: Polymers are often prepared as a solution and purification of them needs separating the polymer from
the solvent. Phase separation phenomenon (spinodal decomposition) accurse in a model binary polymer
solution under a linear spatial temperature gradient using mathematical modeling and computer simulation to
provide dynamic spatial concentration field of a polymer blend and predict the morphology evolution during
the course of a temperature induced phase separation process. The prediction of the dynamics of phase
separation in polymer solutions and application of a temperature or concentration gradient causes the formation
of anisotropic droplet-type morphology to form, where the droplet size varies along the gradient direction but
is uniform within the plane normal to the gradient direction and simulating of them is an important topics in
polymer science and it can be more investigated because of wide issue around it. The mathematical model based
on the Cahn Hilliard nonlinear theory of phase separation has been developed. Using these equations, theoric
graphs for phase separation were achieved, which are used for various polymer solutions. In this paper, it is
expected to study on the kinetics of the phase separation process and to investigate characterization of the
microstructure of (PS/CH) solution that it has been developed to provide a mathematical model to predict the
properties of final products. The objectives of this paper is a dynamic process of phase separation in systems
with two different molecular weight and solving equations using a high speed, on parameters such as
temperature and molecular weight on the phase separation process and the speed of phase separation time at
different initial concentrations.
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INTRODUCTION incorporating the Flory-Huggins (F-H) free energy

When a single phase homogeneous binary solution for polymer diffusion. The TIPS method originally was
is quenched rapidly from an elevated temperature to a designed to produce the uniform droplet-type
temperature  below  its upper critical solution temperature, morphology ubiquitous to spinodal decomposition (SD)
phase separation may occur. It will only happen if the after a quench into the unstable region of the temperature-
quench brings the solution into the two-phase concentration phase diagram. Recently, variations of the
coexistence region [1]. Phase separation can occur TIPS method were made in order to fabricate functional
through nucleation and growth (NG) in the metastable polymeric materials with anisotropic morphologies to
region, or by spinodal decomposition (SD) in the unstable enhance product performance. These variations include
region. We [2, 3] have already studied numerically the imposing external temperature [7] and concentration
morphology development and evolution during the gradients to polymer solutions undergoing TIPS via SD.
thermal-induced phase separation (TIPS) phenomenon via The dynamic behavior of first-order transitions for
SD under a linear temperature gradient in polymer systems placed in the unstable region is still a major
solutions using the Cahn-Hilliard (C-H) theory [4] unsolved problem; at the moment, there is still no

equation [5] and slow-mode theory [6] and Rouse law [7]
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completely  satisfactory  theory  [8].  The  C-H  equation signal  information  tends  to  be concentrated in a few
[1, 8] is a linear theory that has always been virtually used low-frequency components  of  the  DCT,  approaching
by experimental and theoretical researchers of all fields as the Karhunen-Loève transform for signals based on
the starting point for studying the initial stages of phase certain limits of Markov processes. As explained below,
separation due to SD. Nonlinear modifications of the C-H this stems from the boundary conditions implicit in the
equation have also been used to simulate SD. Many cosine functions [14, 15].
experimental studies have been performed on systems
undergoing reaction-induced phase separation, but due Model: The nonlinear Cahn-Hilliard theory [1, 14, 16] is
to the complex interaction between phase separation and based on the assumption that the total free energy of a
cross linking, there have been few theoretical attempts to nonhomogeneous binary mixture is given by
explain the observations [9-10].

Thus, to model more realistic SD phase separation (1)
and pattern formation phenomena, nonperiodic boundary
conditions are needed. Since there is no mass flow where f is volume fraction of the one polymer, i.e. A, N is
normally through the surfaces, the zero mass flux criterion the polystyrene concentration and f(N) is the free energy
is an appropriate boundary condition [1, 11]. In addition, density of the homogeneous polymer solution and K(LN)
the natural boundary conditions obtained from the (takes into account the increase in free energy due to
variation of the free energy provide another concentration fluctuations. The interfacial energy
complementary set of boundary conditions for the parameter K is a positive constant in the original C-H
numerical solution of the nonlinear C-H equation [1, 11]. theory.

The numerical simulation of this process can be used The nonlinear Cahn-Hilliard expresses the component
to research the mechanisms of phase separation of diffusion mass balance during phase separation process
polymer solution and predict the unobservable process by [7]:
states and unmeasurable material properties [11, 12].
Compared to large amount of studies in finite element (2)
methods and finite difference methods, there are no
numerical results on Cahn-Hilliard equations by spectral where M is the mobility of species and is assumed to be
methods to our knowledge. But spectral methods have the constant.
natural advantage in keeping the physical properties of The homogeneous part of the free energy for a
primitive problems [13]. polymer solution can be successfully expressed by Flory

A discrete cosine transform (DCT) expresses a Huggins lattice model of free energy as:
sequence of finitely many data points in terms of a sum of
cosine functions oscillating at different frequencies. DCTs (3)
are important to numerous applications in science and
engineering, from lossy compression of audio (e.g. MP3) where P is the interaction parameter, < is the volume of a
and images (e.g. JPEG) (where small high-frequency polymer segment, kB is Boltzmann’s constant, T is
components can be discarded), to spectral methods for temperature and r  and r  are the degrees of
the  numerical  solution  of partial differential equations polymerization of solvent and polymer components,
[14, 15]. The use of cosine rather than sine functions is respectively. r  in polymer solution is 1 (r =1) and The
critical in these applications: for compression, it turns out interaction parameter may be a function of both
that cosine functions are much more efficient, whereas for temperature and concentration to fit the experimental data
differential equations the cosines express a particular of the polymer solution phase equilibrium [1, 7]:
choice of boundary conditions. The most common variant
of discrete cosine transform is the type-II DCT, which is (4)
often called simply "the DCT"; its inverse, the type-III
DCT, is correspondingly often called simply "the inverse where $ and p are constant. Using the following
DCT"  or  "the  IDCT". The DCT and in particular the dimensionless format of time and space (5a) and (5b):
DCT-II, is often used in signal and image processing,
especially for lossy data compression, because it has a (5a)
strong  energy  compaction  property   most   of  the
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(5b) This term expresses progress diagram of phase separation

Equation (2) can be represented in dimensionless separation process.
format (after dropping all bars) as:

(6)

where solution provides the concentration field changes with

(7a) but suffer from instability in time, while finite elements

(7b) procedure to provide accurate reliable numerical

The terms in eq. (7a) and (7b) are the dimensionless Eyre proposed an efficient theory for solving initial
constant. D is a ratio of two competing forces operating value  problems  based  on  the  spectral method [17]
in Spinodal Decomposition. The numerator term is the which ensures the convergence and stability of time
driving force for phase separation and the denominator explicit methods on the dynamic term and uses a discrete
term (k) is the resisting force against phase separation. cosine transform (DCT) algorithm. The DCT maps the

The A(N) is the first derivative of the free energy discrete concentration filed to a discrete wave domain
function as: similar to Fourier transform. A two dimensional discrete

two dimensional field may be mapped to a point M(k ,k )
(8) of wave domain according to: 

 
The solution of eq. (6) with appropriate boundary and

initial conditions provides the concentration filed which
describes the microstructure. The conventional boundary (9)
condition for phase separating system is zero mass flux
as: LN = 0 and L N = 0, which is suitable in the study of where N  and N  are the number of points in each3

specified simulation box in a phase separating domain. direction in wave domain. We used a time explicit finite
The initial condition is mathematically expressed in form difference scheme by applying the discrete cosine
of concentration fluctuations around the initial transform on eq. (6). The DCT projected PDE has been
concentration. transformed to a set of algebraic equations, then the

To follow qualitative progress of phase separation results projected to the concentration filed by applying
with time, the extent of phase separation is defined as: the inverse DCT method.

(9) RESULT AND DISCUSSION

where 8 is the extent of phase separation and N , N , N The first and the second mode of the polystyreneij  0  e

are the concentration of polymer (PS) at point ( i,j ) in the parameters in cyclohexane solution are shown in Table 1
2D domain, the initial concentration and binodal and Table 2.
concentration of the either phases. The value of the extent Figure 1 shows the temperature concentration phase
of phase separation theoretically start from zero (where all diagram of the PS/CH solution. The phase diagram
points has initial concentration (N ) and reaches to the represents the matter and the phase based on external0

value  of  unit  at  the final stages of phase separation parameters. The temperature is assumed to be the only
when  each  point has the binodal concentration value. external  parameter  in  polymer  solution.   That  means,
The extent of phase separation Never reaches to the value the pressure and other parameters are fixed. To study on
of unit, because there is always a interface between two polymer solutions, three domains of the phase diagram
phases, namely the two phases are completely separated. have been determined in this paper.

in the system and determines the quality of the phase

MATERIALS AND METHODS

Equation (6) is a fourth order dynamic PDE whose

time. The finite differences methods are fast and feasible

methods provide stable convergent solution but require
computational facilities. A very robust numerical

information is always demanding.

cosine transformation of an concentration N(n ,n ) in a1 2

1 2

1  2
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Table 1: Parameter values first mode [10] Table 3: Definition of selected initial conditions (Fig. 1)

Parameter Value

r 16601

r 12

Ø (PS) 0.07c

T (K) 297.35C

P 0.3104

$ 218.834

T(K) 295

T 1.348*

D 4000

M (g/mol) 175000W

Table 2: Parameter values second mode [10]

Parameter Value

r 8941

r 12

Ø (PS) 0.075c

T (K) 293.65C

P 0.2886

$ 211.834

T(K) 295

T 1.3925*

D 4000

M (g/mol) 96000W

Fig. 1: The phase diagram of PS/CH solution system,
three points A, B and C are in unstable region

In  the  first  domain,  the  polymer solution is a
single-phase. That is, if a sample is taken from the
materials, the same properties will be observed. In this
area, there is no phase separation between the
hypothetical materials of polymer and solution and their
mixture is quite integrated. The range of this domain
depends on the temperature and the composition of
materials and it’s quite stable in terms of thermodynamics.
Hence, in absence of external factors and constant
internal factors, it will remain at the desired point.

Temperature Øc(PS)

296 K 0.05 Point A

296 K 0.07 Point B

296 K 0.1 Point C

295 K 0.05 Point D

295 K 0.07 E tPoin

295 K 0.1 FPoint 

The second domain is a region in which two-phase
polymer solutions is the most stable state. In this region,
two hypothetical materials of polymer and solution tend
to be separated. Depend on the temperature and the
composition of materials, the tendency of these materials
to segregation from each other is different. This region is
unstable in terms of thermodynamics.

But, there is a third domain that shows the state
between two previous mentioned states. The narrow
region which is located between the stable and unstable
region, is quasi-stable. That is, while no disturbance is
applied to the system, the system would be remained at
the same state. But at the same time that a small
thermodynamic or mechanical excitation applies to the
system, the system goes to the two phases immediately.

Due to the problems of quasi-stability of third zone,
temperature and composition are selected far enough from
this zone to spinodal decomposition occurs. The solid line
represents the binodal and the dashed line is the spinodal.
In addition, the six points (A, B, C & D, E, F) in the
unstable region indicate the locations in the phase
diagram where the results of those will be presented and
discussed in this paper. These six points highlight the
main difference of spinodal decomposition pattern
formation phenomena. Points B and E are at the critical
concentration, while A, C, D and F are off-critical. Table 3
lists the phase diagram coordinates (Ø, T) of these six
points. Unlike the symmetric phase diagrams used in
previous  numerical  studies  of spinodal decomposition
[1, 18], all temperature- concentration points are specified
in the spinodal unstable region. In each phase separation
process at specified temperature, the polymer solution
separates into two equilibrium phases at the same
temperature to reach the binodal concentrations.

Figure (2) shows the final forms of the dynamic
process of phase separation in the initial volume fraction
of polymer showed in the Figure (1). Figure 2.A and 2.C
are opposite from each other. Figure 2.B is in critical
concentration that the scattering phase is string shape. In
all figures the color of polymer phase is white and solvent
phase is black.
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A B C

Fig. 2: The final morphology of phase separated PS/CH solution with initial concentrations, 0.05, 0.07 and 0.1
corresponding to points A, B and C in phase diagram

D E F

Fig. 3: The final morphology of phase separated PS/CH solution with initial concentrations, 0.05, 0.07 and 0.1
corresponding to points D, E and F in phase diagram

A B

Fig. 4: The 2D dynamic morphology of PS/CH solution, in critical concentration and in the temperatures of 5 degrees
below the critical point ( A first mode B second mode)

A B

Fig. 5: The 2D dynamic morphology of PS/CH solution, in critical concentration and in the temperatures of 5 degrees
below the critical point ( A first mode B second mode)
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Fig. 6: The extent of phase separation as a function of mentioned, the phase separation process is decreased
time in critical concentration and in the rapidly  by  decreasing  molecular  weight, but the effect
temperatures of 5 degrees below the critical point, of temperature on the rate of phase separation is much
D =4000 more than the effect of molecular weight on phase

To examine the effect of temperature on the phase
separation process, the final forms of the dynamic phase CONCLUSION
in the initial volume fraction of polymer at a temperature  
of 295K are plotted. In Figure (3), like Figure (2), D and F The effect of a linear concentration gradient on the
phases are dispersed in droplate. In Figure 3.D dispersed morphology development and evolution during the TIPS
phase is polymer and in Figure 3.F dispersed phase is phenomenon via spinodal decomposition were studied in
solvent. Figure 3.E is in critical concentration that the a polymer solution through modeling and computer
scattering phase is string shape. simulation. The model provides results on the formation

As can be seen, by increasing temperature, the time of the different morphologies based on the different
required for phase separation process increases. Also the values of the parameters such as the initial concentration
size of the dispersed phase becomes smaller by increasing of the blends and provide a tool to control the
temperature. microstructure or to determine the morphology which is

To examine the effect of molecular weight, another suitable for required structural properties and application.
mode of polystyrene is considered in cyclohexane. A method to determine the extent of phase separation

The final results obtained by cooling the solution of data in the solvent-polymer solutions is presented in
(PS/CH) is investigated for two cases with different phase separation of a polymer solution of PS/CH has been
molecular weights in critical concentrations and two developed and solved with use of the discrete cosine
different temperatures of 5 degrees and 10 degrees below transform method to predict the microstructure evolution
the critical temperature at constant D. of phase separated blend this contribution.

Figure (4) and (5) show the phase separation in the Numerical simulations in a two dimensional systems
critical volume fraction of polymer for the two systems in with LN = 0 and L N = 0 conditions of the Cahn-Hilliard
(PS/CH) solution with molecular weights. As can be seen model for phase separation in a binary polymer solutions
by decreasing molecular weight, polymer particle size have been carried out using a discrete cosine transform
becomes larger and the time required for a phase (DCT) algorithm. The numerical solutions and calculated
separation process increases and hence, speed of phase morphologies replicate frequently reported experimental
separation decreases. observations of quenching a binary solution into different

These figures are in the same critical volume fraction regions of the unstable region.
of polymer, but the critical temperatures are very different
and the final form of the dynamic process of phase REFRENCES
separation is obtained at 5 and 10 degrees below the
critical point, therefore two parameters affect the dynamic 1. Chan, P.K. and A.D. Rey, 1995.A numerical method
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Therefore, in the temperatures of 5 and 10 degrees below
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