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Abstract: Feature extraction with mathematical application gives accurate results in the image processing
techniques. However there is dimensionality problem arises with multi scale transforms. Hence a simple and fast
method was proposed for feature selection using Jacobi Moments with SVM classifier to distinguish between
the normal and abnormal breast tissues and to classify tumors as malignant or benign. Experiments were
performed on 192 mammograms from the Mammographic Image Analysis Society (mini-MIAS) database using
the leave-one-out cross validation. The proposed architecture might be simple but the accuracy is higher
compared with other methods in the literature. In summary, Jacobi moments are an efficient and effective way
to extract a reduced set of discriminative features for breast cancer diagnosis.
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INTRODUCTION calcification. The proposed method deals with

The uncontrolled growth of Breast cells is called as Wavelet Transform (DWT). There are many applications
Breast cancer. The abnormal changes in the genes are available employing different orthogonal moments which
responsible for the occurrence of cancer. The growth of are utilized to make the pattern features. In this paper the
the genes is affected by the mutation or abnormal change Jacobi moment is applied for extracting the feature by
in the cells. The cell growth helps for the growth of new using the Jacobi polynomials with minimum information
cells by replacing the old ones which die. At the same redundancy between the moments. The purpose of
time mutation also “turns on” and “turns off” the cells. incorporating the moments was to classify the normal and
This change keeps growing by dividing in multiple ways abnormal images that are benign and malignant by
resulting in reproducing similar fashion cell which is computing the Euclidian distance between the vector
causes tumor. Mammography is a best screen tool which moments. The approach is carried out with two different
is used for diagnosing the early detection of Breast steps as first step the features are extracted and the
cancer. second step is to classify the normal and abnormal cells.

Breast Cancer is very common disease and leading to Mammographic  Image  Analysis  Society (MIAS)
death as per the survey in 2012.14.17% of women death is database is used for the experiment. Affected area is
caused due to this breast cancer [1]. The world health separated from the image and the Jacobi moments is
organization’s International Agency for Research on applied for 4*4 overlapping window and  analysis  made
Cancer (IARC) estimates that 400, 000 women die each to select the range for moment to select the feature. A set
year from this disease [2]. Early detection of breast cancer of 16 abnormal images 34 normal images are taken for the
is essential in reducing life fatalities .The most effectual test.
and viable technique for early detection of breast cancer Image feature extraction is a significant process in
is to identify the micro calcifications which is commonly the image processing. Extraction of feature can be done
known as the calcium deposit that leads to cancer [3, 4]. directly from the spatial data or by spatial domain

There are many research works carried out to make transformation  either  with  wave let or curvelet or riglet
the simple and easy and accurate detection of these micro [5-9].

mammogram based on Jacobi Moments and Discrete
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The World Health Organization estimates that more These techniques are used to classify micro calcifications
than 385000 women worldwide die of the disease each in digitized mammograms as benign or malignant. The
year [10]. Considering the severity of the disease double multi  scale  statistical  texture  signatures, based on the
reading is not practiced because of the huge amount of co-occurrence matrix, as well as wavelet based texture
mammogram to be analyzed by the radiologist it is signatures from the regions of interest containing the
necessary to develop a Computer Aided Design (CAD) micro calcifications is described. The discriminatory
system which can detect the cancer cells at early stages. ability of these texture signatures is demonstrated by their
Hence there are different researcher who work on this ability to successfully distinguish between benign and
Approach [11]. Thus, computer-aided diagnosis (CAD) malignant cases. Classification is performed by means of
systems can be used to reduce the expense and to assist a k-nearest neighbor classifier.
radiologists in mammogram interpretation [12]. Typically, After a brief study of literature it is learned that there
a CAD system is composed of three major phases is a need for best method for feature selection and
involved in them like preprocessing as the images may minimization of the features and the best classification
have some details which have to be removed, Next phase method. Hence this paper contributed a Jacobi moments
is the feature extraction and the final phase will be for selection of features with SVM classifier and the
classification .Implementation of this Cad system reduces method was compared with the other existing method.
the time complexity of diagnosis and the accuracy is
improved [13]. MATERIALS AND METHODS

A new approach has been proposed with Random
Forest Decision Classifier (RFDC) for classifying The main objective of this proposed work was to
mammograms. A wavelet based feature extraction method extract the feature based on moments. The proposed
is applied for the classification of mammogram. A matrix is method focused on the classification of mammogram
constructed by with row and column value of the image image based on Jacobi moments. Here the moments were
and with the threshold value and the Euclidian distance used for feature extraction .The method has two phases
the features are selected [14]. Nezha et al. [15] presented like feature extraction and classification. The block
a  high  accuracy  computer-aided   diagnosis  scheme. diagram is as shown in the figure 1.As shown in the figure
The goal of the developed system is to classify benign 1 the images from Mammographic Image Analysis Society
and malignant micro calcifications on mammograms. It is (MIAS) database was taken and the Jacobi moments were
mainly based on a combination of wavelet decomposition, calculated and the features were extracted and stored in
feature extraction and classification methodology using the feature library. In case of classification the extracted
Fisher’s linear discriminant. The contribution of wavelet feature was classified using SVM classifier.
decomposition is to de noise and to enhance regions of
interests (ROI) containing abnormalities. Feature Feature Extraction Using Jacobi Moments: Generally the
extraction is performed using Spatial Grey Level while using the machine learning and pattern recognition
Dependence (SGLD) matrices. The purpose of system  the  preprocessing  step becomes an essential.
classification is to assign an object to a certain class. The feature extraction consists two major steps like
Many classification methods have been described. feature selection or feature construction. Selection of
Fisher's linear discriminant is used in this method and it is features should have enough information about the
particularly useful for discriminating between two classes normal and abnormal regions as well they should have the
in a multidimensional space. Since it is based only on the property to differentiate them.
first and second moments of each distribution, it is not a
computationally intensive method. Jacobi Moments: The Jacobi moments consists of Jacobi

There are number of works concentrated on polynomial of n order with the parameter ? and  which
extraction of features with wavelet and curvelet transform is defined as,
[16, 17] the limitation in the curvelet is that it may end up
with dimensionality problem which leads to increase cost. (1)
Hence there is always a challenge for the researchers to
minimize the features using curvelet.

A multi scale statistical approach to texture analysis where x  [-1, 1]. The generalized hyper geometric function,
was  proposed  by  Kramer  and  Aghdasi  et al. [18]. KrFs, is defined.

th
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Fig. 1: Block diagram of feature Extraction and classification phase

(2)

where (a1, ar) k = (a1) k… (ar)k and the Pochhammer-symbol

(a)k = a(a+1) (a+2) … (a + k - 1) (3)

With k= 1, 2, 3, … and (a)0 = 1 and thus have the explicit expression

(4)

The Jacobi moment of order (p+q) of an image f(x, y) with M N pixels is defined as:

(5)

where Pm (x) =Pm (x; 1, 1) and Pn(y) =Pn(y; 2, 2) (6)

and

so (7)

(8)

The term P  (x; , ) is the weighted Jacobi polynomials. Classification Using SVM: SVM classifier is trained withn

This section gave the brief idea about the Jacobi the feature vector being framed in the previous phase.
moments and this could be applied for the selection of SVM is one of the machines learning method which is
feature. The input image was fed and the ROI was very effective in classifying the binary classes using the
selected and the Jacobi moment was calculated using the class boundaries. The training data sample which helps to
equation (8) as shown in the following section, input separate the data is called support vectors and the margin
image was of size 256*256. Though there were a number is the distance between the support vectors and the class
of features available the essential feature of 10 features boundary hyper planes.
was selected using the subset. All these important In SVM is the supervised algorithm which intends to
features were stored in the feature library and in the partition the entities with respect to the degree of margin.
classification phase the extracted features were classified Consider a group of training samples with W feature
using the classifier. vectors,  which  are   needed   to   be   classified   into  two
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classes C  namely (+ve, -ve). This work considers +ve as In the above equation,  is the lagrange multiplieri

malignant and –ve as normal. In order to classify between which tends to separate the hyperplane  (j . j) and the
these two classes, a hyperplane is necessary. The hyper threshold  to  separate  hyperplane  is  denoted  by  m.
plane separates the entities into two different classes and This makes sense that when the value of f(x) is greater
is given below. than 0, then the entity to be classified is +ve else –ve.

.ji + b  + ve for C  = + ve (9) RESULTS AND DISCUSSIONi

. j  + b  for C  = – ve (10) From  MIAS  database  input  images   are  taken fori i

The classification accuracy is determined by the size  of 4*4  was  considered. Then the boundary was
distance between the hyper planes. The distance between used as a characteristic vector to classify the unknown
two different hyperplane is computed by . The

classification results are better, when the || || is minimized.
The optimal hyperplane is obtained by applying
Lagrange’s function and is provided in the following
equation.

(11)

i

i i

both  training  and  testing.  The  over  lapping window

image as normal or abnormal as well as benign or
malignant.

There are 194 normal images and 24 micro
calcification images available in the MIAS. The 256*256
size of image is considered .The performance is measured
using classification accuracy and sensitivity and
specificity. The results with SVM classifier is as shown in
the Table 1.

Fig. 2: Block diagram of proposed method

Fig. 3: Jacobi moments for 4 orders
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Table 1: Performance metrics
Input images Training Image Testing image Classification Accuracy
Normal 130 64 96.02%
Abnormal 14 10 92.56%
Benign 7 5 93..45%
Malignant 8 5 93.3%

CONCLUSION

In this paper the Jacobi moment was used to extract
the feature and the SM classifier is used to classify and
the accuracy of the results was improved. But as the
Jacobi has the limitation of window size the feature
reduction method was very essential to improve the
accuracy. These SVM classifiers are used to test 4 kernel
sizes with reduced features and might be very efficient
and hence the reduction of feature could be considered in
the future work. In future some of the multi resolution
technique like curvelet has to be attempted to improve the
accuracy.
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