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Abstract: In this study, we propose a novel approach using Unconstrained Mimimum Average Correlation

Energy (UMACE) filters as classifiers i an audio-visual biometric speaker authentication system. A modified
version of the speech signal in the form of its spectrographic image 1s used as the audio feature since UMACE

filters require 2D-image representation. Lip-reading data are utilized as a second modality, or source, in order

to assist the system performance under acoustically degraded condition. In order to extract maximum

information from the spectrogram image and distinguish inter-spealcer variability hence minimizes the number

of traimung 1mages for filter synthesis, two pre-processing steps 1.e. exclusion of low energies and morphological

image processing are implemented on the spectrogram. We also recommend a multi-sample fusion for each
modality in order to enhance the reliability of the single system performance. Experimental results show that

the UMACE filter-based speaker authentication system can be a viable multi-sample multi-source biometric

authentication system.
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INTRODUCTION

Biometrics is a technology that intends to make use
of physiological and behavioral characteristics to identify
or authenticate an individual. Traditional ways to verify
people require keys, smart cards (something that one has)
and passwords (something that one knows). Due to the
problem of keys and smart cards that may be stolen and
passwords that may be forgotten, biometric features
become an alternative technique for person verification
[1]. According to Reynolds [2], the benefits of using
speech signal trait for biometric systems are that it is
natural and easy to produce, requiring little custom
hardware, has low computation requirement and 1s
highly accurate (in clean noise-free conditions). But, in
uncontrolled conditions, the reliability of the system
falls severely as the signal to noise ratio (SNR) of the
speech signal drops. This becomes the main problem for
utilizing speech signals for biometric systems.
Furthermore, since voice is categorized as a behavioral
signal, the signal 13 likely to vary i time due to the
change of speaking rates, health and emotional conditions
of speakers. Different microphones and channels also

affect the
Consequently, the implementation of biometric systems
has to appropriately discriminate the biometric features
from one individual to another and atthe same time, the

accuracy of the system performance.

systems also need to deal with the distortions of the
features.

One of the approaches to solve these problems is by
incorporating fusion technique to the biometric system
architecture. Enhancement of the system performance by
using fusion approach has been reported in many studies
recently. Keyhanipour et al. [3] used the combination of
content and context features by employing neural
framework to improve the performances of web ranking.
Hassan et al. [4] reported that the integration of global
positioning system and inertial navigation system leads
to accurate navigation technology. Adaptive neuro fuzzy
inference system has been used for the fusion scheme.
In this paper, we focus on multi-sample and multi-modal
systems using audio and visual features. The purpose of
developing a multi-sample subsystem is to reduce the
noise 1n biometric features caused by intra-class
variations and distortions such as the changing of
speaking rates. Whereas the execution of a multi-modal
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subsystem is to overcome the problem when either one of
the modalities 13 mnoperative or fully degraded for example,
adversely distorted speech signals as demonstrated in
[5-7]. Multi-modal biometric systems are also implemented
in order to improve overall system performance as
reported in [8-10]. Speech and face modalities have been
used in these studies. For each modality, we propose
Unconstrained Minimum Average Correlation Energy
(UMACE) filters as classifiers. Common classifiers for
audio-visual applications include Euclidean distance,
DTW, ANN, HMM eand SVM as reported in [1,11]
The motivation of implementing correlation filters as
classifiers is because it is robust in presence of
distortions such as illumination changes and facial
expressions [12, 13]. In addition, the correlation-filter
approach uses the entire image as features and hence all
the pixel intensity of the image are used for verification
and this gives an advantage because no tedious features
extraction process 1s needed [14]. Other characteristics of
this advanced correlation filters are shift invariance,
closed form expression and capability to suppress
imposter using a universal threshold [12, 13]. Correlation
filters have been successfully applied in biometric
systems for visual application such as face verification
and fingerprint verification as reported in [15, 16]. Lower
face verification and Lip movement for
identification using UMACE filters have
imnplemented m [17, 18], respectively. A study of using
UMACE filters in speaker verification for speech signal as
features can be found in [19].

For audio front-end module, we propose a
modified version of the speech signal in the form of

person
been

its spectrographic as audio feature to the system
since UMACE filters utilize 2D image representation.
Spectrographic image 1s a moedified spectrogram image
that represents the time-varying spectrum of speech
signal which contains personal information of speakers.
manually analyzed the
semiautomatic  speaker

Origmally, humean experts
spectrogram  images for
recognition [20]. Compared to this traditional way which
is more tedious and time consuming, our UMACE filter-
based method gives advantages m terms of sunplicity and
1s fully automatic.

For the visual front-end module, lip-reading features
are employed mn the system. Lip-reading features are the
sequence of lip images while the speaker utters the words
for example, zero to nine. The advantages of utilizing Lip-
reading features together with speech signals are due to
the simplicity process of data collection and the cost
effective factor since they can be simultaneously captured
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using the same hardware, i.e., digital video camera. We
choose lip-reading features mstead of static lip images
because the movement of the lip contains extra
information 1.e. behavioral and physical characteristics,
while static lips contain just physical characteristics.
Furthermore, the mnplementation of UMACE filter 1s
appropriate for lip-reading verification so as to deal with
the changing of lip appearance in the lip sequence. In
addition, the use of lip features, compared with face, can
also minimize the storage capacity and increases the
speed of computation as well. Several researches using lip
information as features to recognition systems have been
reported. Reference [21] uses shape and intensity
information from a person’s lip in a speaker recogmtion
system. The utilization of geometric dimension such as
height, width and angle of speaker’s mouth as features
was investigated by Broun et al [22]. Apart from lip
contour-based features, pixel-based features 1e. DCT
have also been experimented as features for person
recognition in [5].

Fmally, for the fusion and verification module, two
step processes are executed. In the first case, a multi-
sample fusion scheme 15 performed by fusing the scores
from several samples from each modality by using an
average operator. While in the second step, the final score
1s given by the combination of the hard score outputs of
the audio and visual verification system using AND and
OR operators. We then evaluate the proposed system in
clean noise-free condition and under noisy conditions.
Different levels of SNR of speech signals, ranging from
clean to 10dB are experimented so as to simulate the real
life conditions.

The database used in this study 1s the Audio-Visual
Digit Database (2001) [23]. The database consists of video
and the corresponding audio of people reciting digits zero
to nine. The video of each person is stored as a sequence
of TPEG images with a resolution of 512 x 384 pixels while
the corresponding audio provided i1s a monophomnic, 16
bit, 32 kHz, WAV format.

CORRELATION FILTERS CLASSIFIERS

and further
description can be found in a tutorial swrvey paper by
Vyaya Kumar [24]. As described mn [13], correlation filters
evolve from matched filters which are optimal for

The theory of correlation filters

detecting a known reference image m the presence of
additive white Gaussian noise. However, the detection
rate of matched filters drops significantly to even the
small changes of scale, rotation and pose of the reference
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image. With the intention to deal with these limitations,
the Synthetic Discriminant Function (SDF) filter and the
Equal Correlation Peak SDF (ECP SDF) filter are
mtroduced. Several traiming images are utilized as a linear
combination to represent a single correlation filter.
In this case, a pre-specified value called peak constramt
15 obtained by ECP SDF filter that corresponds to the
authentic class or imposter class when an image is
tested. However, the pre-specified peak values lead to
misclassifications when the side-lobes are larger than the
controlled values at the origin. To address this problem,
advanced correlation filters are introduced as reported in
[13,14].

Mimmum Average Correlation Energy (MACE)
filter 1s developed to address the problem stated above
by reducing the large side-lobes and to produce a sharp
peak when the test image 1s from the same class as the
images that have been used to design the filter. To
facilitate this condition, the MACE filter variant minimizes
the average correlation energy of the training images
while constraining the correlation output at the origin to
have a pre-specified value. Assume that there are N
training images and each image is of size dxd,
The solution of MACE filter is given as in equation (1).

H (1)

mace

- D’IX(X*D’IX)% c

by mimmizing the average correlation energy (ACE),
E, =HDH while satisfying the constrains, X'H = ¢. D 15
a diagonal matrix with the average power spectrum of N
training 1mages placed along the diagonal elements. X
consists of the Fourier transform of the training images
lexicographically re-ordered and placed along each
column. ¢ is a column vector of length N containing the
desired correlation output at the origin for each training
images.

Instead of constraining the correlation output at the
origin to have a pre-specified value, the Unconstrained
Mimmum Average Correlation Energy (UMACE) filter
focus on mimmizing the average correlation output and
relaxing the constrains, X'H = ¢ by requiring only the
average correlation height (ACH). The average correlation
height (ACH) 15 defined as equation (2).

13 . (2)
ACH—‘NEH x,| = H'm|

The unconstrained MACE (UMACE) filter is then
found by maximizing the correlation output at the origin
and this optimization leads to the following filter equation
1 equation (3).
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U =D'm

mace

3

Where m 1s a column vector containing the mean of
the Fourier transforms of N training images.

Correlation filters are synthesized in the frequency
domain using Fast Fourier Transform (FFT). For each
person in the database, the comrespeonding correlation
filter 1s designed using several traimng images. The
number of training images used depends on the variation
among the training images. In the verification task, the
test image 1n its FFT form 1s then cross-correlated with the
corresponding designed filter of the claimed person. The
correlation output is obtained by calculating the inverse
FFT of the cross-correlation value. By analyzing the
correlation output, the test image can be determined as an
authentic or imposter. Peak-to-Side-lobes ratio (PSR)
metric is used to measure the sharpness of the peak. Here,
the peak is the largest value of the test image of the
correlation output. Mean and standard deviation are
calculated from the 20x20 side-lobes region by excluding
a 5x5 central mask [13].

AUDIO AND VISUAL FRONT-END MODULES

A spectrogram i3 an image representing the
time-varying spectrum of a signal. The vertical axis
(y) shows frequency, the horizontal axis (x) represents
time and the pixel mtensity or color represents the amount
of energy (acoustic peaks) in the frequency band ¥,
at time x. In the 1960s, voiceprint analysis, which is
semiautomatic speaker recogmtion, used spectrograms
[20]. The computation of spectrogram was done using
MATLAB programming (version 7, Release 14). The
process of producing spectrogram image is described as
follows.

Sampling Process: Sampling process converts the
continuous  speech signal which denoted as x,(0

periodically so as to produce sampled sequence
x(rm)y=x,(nT) -0 < m < co. p are integer values, T(sec) 18
called as sampling period and its reciprocal, g _ _( Hz)

is termed as sampling frequency.

Pre-Emphasis Task: The sampled speech signal 1s then
filtered using a high-pass filter by using equation
Hizy=1-az
high frequencies 1s required to compress the signal

0 < a<l,witha= 095 A pre-emphasis of

dynamic range by flattening the spectral tilt in order to
raise the SNR.
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Framing and Windowing Task: The ideal window function should have a very narrow main lobe which increases the
resolution and no side lobes or frequency leakage. This task using Hamming window with frame length is equal to 20ms

and 50% overlapping is executed on the signal.

FFT Computation Task: D epending on the
number of samples per frame, this task uses 1024-point
FFT computation and this wvalue determines the
frequencies at which the discrete-time Fourier transform
is computed.

Spectrogram Image: Finally, the logarithm of energy
{(acoustic peak) of each frequency bin is calculated.
Samples of spectrogram images for word zere from
different subjects in the database are illustrated as in
Figure 1.

Before performing the verification task using
UMACE filter, the spectrogram needs to go through a
pre-processing phase. In this study, we attempt to reduce
the number of training images during filter synthesis.
This aim can be achieved by minimizing the variability in
the image. In order to accomplish this goal, we optimize
the appearance of the spectrogram so that the filter will be
able to extract maximum information from the image and
distinguish the inter-speaker wvariability. Two pre-
processing steps have been implemented on the
spectrogram, i.e. exclusion of the low energies and
morphalogical image processing. For the first task, in
order to reduce the variation in image visibility only the
high energies are retained in the spectrogram. This
process is done by matching the FFT magnitudes during
the computation of spectrograms. The objective of the
second task is to remove the noisy spot in the image.
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This task is done by using a morphological opening
process. In order to recover back the original shape of the
image, morphological closing is then utilized on the image.
Besides that, morphology technology is applied in order
to acquire a smooth contour line as described in reference
[25].

Qur spectrographic image database consists of
10 groups of spectrographic images (zero to nine) of
25 persons with 46 images per group of size 32x32 pixels,
thus 11500 images in total. For each person, we used
6 training images for the synthesis of the UMACE filter
and the other 40 images were used for the testing process.
These six training images were chosen based on the
largest variations among the 46 images. We use 250 filters
which represent each word for the 25 persons. In the
testing stage, we performed cross correlations of each
corresponding word with 40 authentic images and another
40x24=960 impaoster images from the other 24 persons.
Summary of the audio front end module is described as in
Figure 2.

In order to locate the lips on a face, techniques for
face detection and lip localization have been used in
this study [26, 27]. In the first task, we implement a color-
based technique and template matching algorithm to
segment human skin regions from non-skin color.
The skin likelihood is computed and then transformed
to the skin-segmented image (binary image) and
finally, the face region isthen portraved in a rectangle.
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For the lip localization task, hue/saturation color
thresholding has been employed in order to differentiate
the lip area from the face [26, 27]. According to Matthews
et al. [28], the detection of the lip mn hue and saturation
color is much easier owing to its robustness under wide
range of lip colors and varying illumination condition.
Furthermore, processing in color format images confirms
high parameter sensitivity. Direct conversion to binary
form causes information loss as stated in [29]. From the
hue-saturation image, a binary image is then computed by
setting the threshold values, H, = 0.04 and S, = 0.1. H; 1s
the threshold value assigned for hue color while S; 1s the
threshold value for saturation color. These values are
defined by running the experiment using the validation
data from the database when the system achieved the
optimum performance. By applying morphological image
processing, the largest blob is determined as a lip region.
The lip regions of 64 x 64 pixels are then extracted for
evaluation. For lip-reading features, for each person, 41
sequences of images (with 20 unages per sequence) have
been utilized. One of the 41 sequences from each person
in the database is chosen as training images to synthesize
of the UMACE filters. In our case, we have 25 filters
which represent each person. 20 images per sequence are
used for multi-sample fusion. During the testing stage, for
each filter, we performed cross correlations with 800
authentic 1mages (40 authentic sequences) and another
800x24=19200 imposter images (960 i poster sequences)
from the other 24 persons. Summary of the visual front
end module is described as in Figure 3.

FUSION VERIFICATION MODULES

Multi-sample fusion considers a combiation of
scores from several samples that are extracted from the
same modality. Although this technique employs many
data samples, but it does not give any burden on users
during data collection because a single and long sample
of an utterance and lip-reading frames sequence can be
simply separated into a number of short samples.
Implementations of the multi-sample fusion approach can
be found in [30, 31]. The studies revealed that mtegrating
the scores of multiple samples can boost the performance
of biometric systems. Kuncheva [32] investigated six
operators for scores combining ie. average, median,
majority vote, maximum, minimum and Oracle. Among the
six operators, performance using the average operator
outperforms the other operators. As demonstrated in [31],
by combining scores from N number of samples, the error
due to the classification can be reduced by factor N.

Using average operator, lets assume the score for
every sample from an utterance is denoted as s, :n=1,....N.
Then, by considering each utterance, F = f(5,8,.....8,) is
defined as the fused estimate score while f 15 the average
fusion  scheme.

Subsequently, the fused estimate

score 7 18 calculated and these scores from both audio
and visual modules are then passed to the multi-modal
fusion phase.

Multi-modal fusion deals with the integration of the
decision scores from the audio and visual verification

systems. A simple fusion scheme namely the voting

S
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Fig. 4: The architecture of the audio-visual multi-sample fusion
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technique is implemented to the fusion process. Voting is
a classical empirical technique where the global decision
rule 15 obtained simply by fusing the hard decisions made
by two experts. A hard decision 1s a binary score that only
returng either a O or 1. This technique accepts the identity
claimed by the person under test if at least k-out-of-2
experts decide that the person is genuine [33]. When k=1,
thus 15 called the OR rule. The identity claimed is accepted
if at least one of the 2 experts decides that the person
under the test is authentic. Intuitively, the OR rule leads
to the acceptance as fairly simple and rejection as rather
difficult. When k=2, it is called the AND rule. The identity
claimed is accepted only if both experts decide that the
person under test is authentic. The acceptance will be
rather difficult and rejection will be undemanding when
using the AND rule. The overall architecture of the
system is illustrated in Figure 4.

RESULTS AND DISCUSSIONS

For each modality, the score value is calculated via
averaging the correlation output values of testing data.
By setting a score threshold value, S, for each persor, the
score 18 then compared to this threshold value, S, for
accept or reject decision. The false acceptance rate (FAR)
and false rejection rate (FRR) are then calculated and
overall performance 1s calculated by combimng these two
errors into total success rate (TSR).

The overall single-modal systems performance based
on TSR percentages using single-sample and multi-sample
fusion approaches 13 compared in Table 1. Excellent
improvements are observed when the multi-sample fusion
approach is implemented in both modalities. For lip-
reading verification, after implementing the multi-sample
fusion approach, the result mcreases by 7.51% and for
spectrographic  features, the improvement of the
performance is observed as 6.83%. The results also show
the importance of executing the pre-processing steps
1e. exclusion of the low energies and morphological
process to the spectrogram images in order to aclieve
good performance for the single-sample approach. The
performance improves by 19.63% after implementing the
pre-processing steps as shown in Table 1.

A wide margim of separation between the maximum
PSR values for imposters and the minimum PSR values for
the authentic can reduce the percentage of false
acceptance rates as well as false rejection rates and
therefore gives a better verification performance. For each
person lip-reading verification evaluation based on FRR,
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Table 1:  Performance of single-sample and multi-sample approach for
single-modal sy stem
After pre-processing
Before
Features pre-processing Ringle- sample Multi-sample
Lip sequence 92.2%% 99.8%
Spectrographic 73.14% 92.77% 99.6%
Table 2: Performance of multi-sample fusion
Feature FRR FAR TSR
Lip sequence 0.9% 0.1% 99.8%
Spectrographic 5.1% 0.20:4%% 99.6%

Table 3: Performance of multi-sample audio system with decreasing

SNR
Clean 30dB 20dB 10dB
FRR 5.1% 5.7% 13.3% 10000
FAR 0.204% 0.208% 0.558% 0%

Table 4: Error percentages of audio system and fusion system with
decreasing SNRs

clean 30dB 20dB 10dB
FRR  Audio only 51 5.7 13.3 100
OR 0.1 02 03 0.9
AND 59 ] 13.9 100

FAR  Audio only 0204 0.208 0.558 0
OR 0.295 03 0.633 0.29

AND 0.008 0.008 0.025 0

we found that except for person 17, each authentic person
1n the database 1s correctly authenticated. It was observed
that images for person 17 were severely corrupted by
uneven illummation The cormrelation outputs produced
very low PSR values forall images in the sequence. The
FRR percentage from person 17 is 22.5%. In terms of FAR
percentages, an error of 0.4% is observed from persons 3,
10, 15 and 0.8% error is found for person 18. The rest of
the people in the database are correctly verified. For the
evaluation using spectrographic features, we found that
error rate percentages based on FRR are below than 5%
except for persons 1 and 3, which are found as 17% and
15%, respectively. Based on FAR, the error percentages
are below than 0.8%. We observe that the performance of
person 1 and 3 are due to severe corrupted speech signals
and 1nconsistent speaking rate i several data from those
people. The overall system performance based on FAR,
FRR and TSR percentages are summarized m Table 2.
Table 3 shows the overall error percentages of the
system using spectrographic features corrupted by
lowering the Signal to Noise Ratio (SNR) from 30dB to
10dB. The system still performs well with the SNRs of
30dB and 20dB. One of the valuable pomt that we
discovered by using spectrographic features through our
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proposed UMACE filters-based classifiers is that the
small blobs produced mn the spectrographic image when
the signal corrupted by white noise are dimimished after
applymg the morphological processes. In other words, the
corrupted spectrographic image 1s nearly restored to its
clean noise-free condition. Nevertheless, at 10dB, the
system totally fails to verify the all authentic persons
resulting in PSR values below the threshold and this leads
to all test data verified as imposters. Tables 4 compares
the error percentages based on FRR and FAR for the
single-modal (audio) system and the multi-modal system.
From the results, we can conclude that, the OR
operator leads to acceptance being rather easy and this 1s
excellent for the authentic access case since it means that
the FRR 1s likely to be small. But, this is unfavorable with
respect to the protection against potential imposters since
the FAR tends to be higher. On the other hand, the AND
operator make acceptance difficult and this 1s critical to
the authentic access but good with respect to the
protection against imposters. In our case, OR operator is
preferable due to its ability to reduce the FRR error of
multi-modal system in both clean and acoustically
degraded conditions. A big improvement based on FRR
is observed where 100% error is reduced to 0.9% by using
OR operator while the error remains 100% for the AND
operator. Although the OR operator introduces a bit
higher FAR compared to AND operator but performing
multi-modal system using the OR operator 1s required to
maintain the reliability of the overall performance.

CONCLUSION
This study has shown that novel
spectrographic features can be used as features in a
speaker authentication UMACE

filters as the classifiers. The implementation of multi-
sample approach is required to enhance the performance

our

system using the

of smgle-modal systems. This approach does not give
any burden on users during data collection because a
single and long sample of an utterance and lip-reading
frames sequence can be simply separated into a number
of short samples. It is also shown that lip-reading features
can be employed to mcrease the performance of the
system with acoustically degraded signal inputs. This
concludes that the proposed UMACE filter-based
authentication system can be an alternative technique to
be implemented in a multi-modal biometric speaker
authentication system due to its ability to perform well in
image variations as well as in noisy conditions. Future
study will be devoted to the improvement of the multi-
modal fusion decision schemes i order to be more
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adaptive in various level of SNR and the increment of
number of person and image.
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