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Abstract: Poverty is a multidimensional problem that is related to social, economic, cultural and other aspects.
We then need to know some indicators which can reduce the poverty. In this study, we propose a Generalized
Additive Models (GAM) B-Splines technique to modelling poverty in Indonesia using unemployment rate and
per capita Gross Regional Domestic Product (GRDP). The result shows that the unemployment rate gives a more
variability impact to the poverty, while per capita GRDP has a constant effect to the poverty until 70 million
rupiah per year and then decreasing constantly.
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INTRODUCTION last decade the government succeeded in reducing the

In Indonesia, poverty reduction efforts have been indicates that poverty is still a serious problem in
carried out since the beginning of independence. The Indonesia. Therefore, the government needs to continue
government has a great attention to the equality and reducing the number of poor people. Thus they can live
prosperous society as contained in the fourth paragraph in equality and prosperously by the mandate of 1945
of the 1945 Constitution. Development programs Constitution. To create the formulation of poverty
implemented to improve the welfare society [1]. alleviation policy required indicators that truly caused

Macro poverty in Indonesia is calculated using basic poverty in Indonesia. 
needs approach conducted by Central Bureau of Statistics Several studies have examined the effect of some
Indonesia (BPS). The basic needs components used by indicators of poverty in some regions of Indonesia using
BPS consist of food and nonfood items according to parametric regression. Wijayanto explained that
urban and rural areas taken based on the results of unemployment rate has a significant impact on the
National Socio-Economic Survey. Beginning 1998 basic percentage of poor people in Central Java using panel
needs approach used by BPS has been made regression [2]. Then using linear regression, Wirawan and
improvements, where the number of components of basic Arka found that per capita GRDP, mean years of
needs consists of 52 types of food commodities and 51 schooling and unemployment rate significantly affect the
nonfood commodities in urban areas and 47 commodities percentage of poor people in Bali [3]. Based on the results
in rural areas. With this approach, poverty is shown the of these study, we propose to modelling percentage of
economic inability to gain the basic needs of food and poor people in Indonesia using nonparametric regression.
nonfood as measured by the expenditure, then the We use unemployment rate (X ) and GRDP per capita (X )
threshold  of  this expenditure is called poverty line. as predictors while the percentage of poor people is a
People are classified as poor people when they have response variable (Y).
average per capita expenditure per month below the
poverty line [1]. MATERIALS AND METHODS

Currently, BPS reported that the number of poor
people in Indonesia about 28.01 million people (10.86 Linear Regression: Linear regression is one of the
percent) in March 2016. If it compares to 2007, the number analytical techniques used to determine relationship
of poor people has decreased by 9.16 million people from between response variable expressed Y = (y , y ,...,y ) and
37.17 million people (16.58 percent) [1]. Although in the predictors X  = (x x ,...x ) expressed as follows [4]:

poverty but in absolute numbers still quite a lot. This
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(1) (6)

with  is random error on the i  observation assumed thati
th

 i.i.d. N(0, ) and ( , ,..., ) are unknown parameters. B-Splines: B-Splines is a segmented polynomial functioni 1 2 p
2

In matrix notation is written as follows: on predictors interval were conduct by knot points

y = X  + (2) on  the   degree   of  splines.   The  degree  of  splines  in

with y is vector of response variable Y, X is matrix v = 3(Cubic) and so on. Moreover, domain
predictor and  is unknown parameter vector.

Generalized Linear Models (GLM): GLM is the
development of linear regression which can solve several
distributions, i.e., distributions that following to
exponential familie such as Normal, Binomial, Poisson,
Exponential,  Gamma,  Gaussian  and Inverse Gaussian.
The GLM can be formulated as follows [5]:

(3)

with Y  = (y ,y ,...,y )  and E(Y ) = µ  for I=1,2,...,n  withi 1 2 n i i
T

linear  predictor  g(µ ) = , where g(.) is link function.i i

Then   is a known scale parameter. In matrix notation,
can be formulated as follows [5]:

 = g(µ) = X  + (4)

However, GLM only able to modelling response
variable derived from exponential family distributions with
linear predictors.

Generalized Additive Models (GAM): GAM was first
developed by Hastie and Tibshirani [6]. GAM is an
additive model which is extension of GLM has assuming
that response variable is following exponential family.
This method accommodates a nonlinear effect of
predictors without we have to know the explicit effect.
That nonlinear effect can be approximated by smoothing
techniques. GAM can be formulated as follows [7]:

(5)

with f (.) is nonparametric smoothing function oni

predictor X , for j = 1,2, ..., p. In general, GAM functioni

can be expressed as follows:

(Piecewise polynomial) which is locally estimated based

B-Splines denoted v, with v = 1 (Linear), v = 2(Quadratic),

divided by u + 1 (t , ..., t ) knots. Total knots of B-Splines0 u

are  u +  2v  +  1  and  the number of Basis B-Splines are
m = u + v. Hence, k B-Splines with degree of splines vth

and u+1 knots can be expressed as follows [8]:

(7)

with

In general, if we have the model Y  =  f(X)  + ,  then
B-Splines function can be formulated as follows:

(8)

with  is coefficient vector of B-Splines and

B (.;v) for k = 1, 2, … , u + v = m are the number of basisk

B-Splines with order v and u + 1 equidistant knots.
Objective Function of B-Splines can be expressed as
follows [8]:

(9)

Generalized Additive Models B-Splines (GAM B-
Splines): GAM B-Splines is a GAM involving additive
functions on a B-Splines basis which can be formulated as
follows [9]:

(10)

In  general,  GAM  B-Splines  is g(µ) =  =  where
B = (1,B ,...,B ) is a regressed matrix with size1 p

and ( , ,..., )  is coefficient vector to1 p
T
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be estimated, where basis matrix on each j predictor,  are Goodness of Fit Model: Akaike's Information Criterionj

coefficient vectors related to B  to be estimated, with. (AIC) found by Akaike which can be use to performingj

method to get the best model. The AIC formula is [12]:

f(x) which  is  defined  in  equation  (8)  on each predictor
j = 1,2, ..., p can seen in equation (10) i.e.

. This

function for each predictor e.g. x  can be defined1

, thus it has f  = B .1 1 1

Furthermore, to estimating, we need a contstraints to
tackling the identifiability problem on each predictor [10].

where 1 is a vector n×1 with element 1. To apply a
constraint 1 f  = 1 B  = 0 for all  is equivalent toT T

1 1 1 1

applying 1 B  = 0. Thus, the element of B  reduced byT
1 1 1

each column average. Furthermore, we obtain central
matrix column which is defined as B  * = B -11 B /n,1 1 1

T

Thus it will have a set of f *=B * =B -111 1 1 1 1
T

B /n=B -1c=f -c  where c=1 B /n is a scalar. The1 1 1 1 1 1 1
T

constraints applied will reduce rank of B * to be m -1, i.e.1 1

it will have m -1 elements that are uniquely estimated [10].1

Optimum Knots: In GAM, to obtain optimum knots we
can use Generalized Cross Validation (GCV). The optimum
knots are obtained when GCV score is minimum. GCV can
be formulated as follows [11]:

(11)

with A(k ,...,k ) is matrix that involving knot points1 u

(k ,...,k ).1 u

model comparisons on the same data. AIC is a useful

(12)

with l(y; ) is a log likelihood function. A model or
distribution is best if it has smallest AIC.

In  addition,  Eubank  mentioned   that  performance
of regression estimator function can be determined by
Mean Square Error (MSE) which is formulated as follows
[12]:

(13)

Furthermore, to know the quality of a model, we can
use coefficient of determination (R ). R  score shows the2 2

model is able to explain data variability. The higher of R2

can explain better quality of the model. R  score obtained2

by formula [12]:

(14)

RESULTS

The first step in regression analysis is to conduct
pre-specification model. The result in Fig 1 shows that
there exists a correlation between an unemployment rate
to the percentage of poor people and there exists a
correlation of per capita GRDP to the percentage of poor
people. It is shown by the plot of data that tends to
decrease, but the pattern cannot be ascertained by the
shape of the relationship. Thus, we can use the
nonparametric method to modelling data. 

Modelling: Based on the pattern in Fig 1, we propose
GAM B-Splines as a nonparametric method to modelling
data. Modelling is preceded by identifying the most
appropriate exponential family distribution for response
variable. The identification can conduct by modelling
Generalized Additive Models Location and Shape
(GAMLSS), then comparing the AIC score of each
distribution [13]. Distribution with the smallest AIC is
better to modelling GAM B-Splines. The corresponding
distributions  to  the  response  variable in this study are
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Fig. 1: Scatter plot the relationship between predictor and response variable

Table 1: AIC of corresponding distributions to the response variable

Distributions AIC

Invers Gaussian 208.145
Log Normal 209.235
Invers Gamma 209.842
Gamma 210.916
Generalized Invers Gamma 211.190
Generalized Gamma 211.195
Weibull 1 215.641
Weibull 3 215.641
Weibull 2 215.649
Normal 222.453
Log Normal Type II 222.460
Eksponential 237.574
Pareto 239.832

Table 2: AIC, MSE and R-Square of GAM B-Splines based on degree of
splines

Degree of Splines AIC MSE R-Square

Cubic 193.811 0.010 0.522
Quadratic 198.962 0.011 0.543
Linear 201.758 0.015 0.425

[0, ]. Table 1 shows that the Inverse Gaussian
distribution is better to modelling GAM B-Splines
because it has smallest AIC, i.e., 208.145.

In addition, we propose Anderson Darling Test to
testing the distribution was chosen to ensure that it is
feasible to use. The null hypothesis is data of the
response variable following the Inverse Gaussian
distribution against the alternative hypothesis that data
of the response variable is not following the Inverse
Gaussian distribution [14]. The test will be based on the
level of significance  (0, 05). The results obtained p-
value 0.695, which means that the response variable
following Inverse Gaussian distribution.

Modelling GAM B-Splines based on Gaussian
Inverse distribution is conduct by different degree of
splines i.e. v = 1(Linear), v = 2 (Quadratic) and v = 3
(Cubic). These models are compared based on AIC, MSE,
dan R-Square as below:

Table 2 shows that at degree of splines 3, the model
yields the smallest AIC 193, 811 and MSE 0.010, Thus it
can be said that GAM B-Splines with v = 3 (Cubic) is the
best model. This model produces 14 knot points optimum
with a minimum GCV score 0.018. Furthermore, the number
of basis obtained are 9 for each predictor. The model can
be expressed as follows:

(15)

In Fig 2, the contribution of each predictor can be
explained implicitly, but the function of each predictor
cannot be explained explicitly. The contribution given by
each predictor should be adjusted to the model shape,
related to link function applied in the model. Each
predictor function will explain the expected value of the
percentage of poor people in opposite directions.

The curve generated by unemployment rate (X )1

indicates that there is an exist changed pattern on a
particular interval. An unemployment rate at interval 1.9 to
3.2 percent shows the increasing pattern, then decreasing
at  interval  3.3  to   5.5   percent   and   increasing  again at
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Fig. 2: GAM B-Splines Regression curve

Fig. 3: Comparison of regression curves with actual data

Table 3: AIC, MSE and R-Square of the models
Models AIC MSE R-Square
GAM B-Splines 193.811 0.010 0.522
GLM 209.647 0.023 0.174
Linear Model 222.453 32.123 0.119

interval 5.6 to 7.2 percent, further down again at interval
7.3 to 9 percent. It means that the unemployment rate in
Indonesia gives a more variability impact to the
percentage of poor people in Indonesia.

The curve generated by per capita GRDP (X ) explains2

that when per capita GRDP is less than 70 million rupiah
per year, the percentage of poor people has a constant
effect. However, when the per capita GRDP is over 70
million rupiah per year, the percentage of poor people
decreasing constantly. 

Model Comparison: In this study,  we  propose to
compare  nonparametric  GAMs B-Splines to the
parametric model, i.e., GLM and Linear Model as shown
Table 3.

Table 3 shows that GAM B-Splines has the smallest
AIC and MSE score of 193.8108 and 0.0100 compared to
the GLM and Linear models. Meanwhile, R-Square of
GAM B-Splines is higher than others. R-square score
0.522 means that variation of the data can be explained in
GAM B-Splines is 52.2 percent. 

Furthermore,  regression  curve of the predictors in
Fig 3 shows that GAM B-Splines more closely matches or
tends to follow the actual data pattern. This result
indicates that GAM B-Splines is better than GLM and
Linear Model in modelling the percentage of poor people
based on unemployment rate and per capita GRDP at 34
provinces in Indonesia 2016.

CONCLUSSION

The conclusions in this study are to modelling
percentage of poor people in Indonesia based on
unemployment rate and per capita GRDP in 2016 is more
feasible using nonparametric GAM B-Splines regression
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