Adaptive Log-Covariance Quaternions-Based Human Action Recognition System Using RGB-D Sensor
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Abstract: In this paper, we extended our previous non-adaptive human action recognition framework by incorporating an adaptive model in order to exhibit minimal supervision system where the intelligent system will handle the process of human action detection, labelling, training and recognition in automated manner. Action descriptor that is formed in non-adaptive model framework is compared with the stored action descriptors in order to determine a new human action. Then, the collected new action descriptors are clustered using agglomerative hierarchical clustering algorithm. Subsequently, all the clustered action descriptors are assigned with new labels and the multi-class SVM classifier is updated automatically. Additionally, we evaluated the adaptive model on public depth dataset namely MSR-Action 3D dataset. The experimental results reveal that the proposed adaptive framework is comparable with state of the arts methods which were developed in supervised manner. In future, conventional RGB information can be fused with the depth map data to produce algorithms with better recognition accuracy and robustness for both frameworks.
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INTRODUCTION

Vision-based human action recognition is a computerized method to label image sequences with action labels automatically. The domain has been actively researched and applied in numerous real-world application, such as video surveillance systems, video analysis, content-based video retrieval, human-computer interaction, health care, etc. Basically, vision-based human action recognition consists of four main stages, namely model initialization, tracking, pose estimation and action classification (Figure 1) [1]. Nonetheless, achieving high recognition accuracy is still a challenging task in this domain. There are two major factors which contribute to the human recognition accuracy. The first factor is the input video sensor while the second factor is the human action modelling which may be ambiguous and dynamic.

Several researches have been conducted on human action recognition using wearable sensors [2-3]. However, wearable sensors might result in uncomfortableness to the subject and is less preferable as compared to vision-based. A comprehensive survey regarding vision-based
human action recognition has been covered by Aggarwal and Ryoo [4] where most of the human action recognition methods only adopted human body movement in 2-dimensional spatial (x-y) and temporal (t) information due to the high cost and low availability of depth sensors. In this case, RGB camera is usually used to capture human motion without depth information and thus leads to discriminative performance degradation. In the real world, human actions are of 4-dimensional, x-y-z-t.

Due to the emergence of inexpensive, reliable and robust algorithms to capture the depth information, human action recognition using RGB-Depth sensor, such as Microsoft Kinect sensor is becoming more prevalent. Microsoft Kinect sensor, originally released with the intention to improve human computer interaction in gaming for the Xbox 360 game console. Despite being targeted mainly for the entertainment market, the sensor has gained enormous interests within the vision and robotics researchers for its broad applications [5]. With such sensor, the human action recognition task becomes relative easier as compared to the RGB imagery. Furthermore, a better view invariance and faster speed performance can be expected. Besides, supervised classifiers are inferring a decision rule from labelled training data. These approaches have demonstrated promising results [6]. However, acquiring of various and sufficient labelled data for general human actions might be difficult and computationally expensive [7]. On the other hand, unsupervised classification methods are of particular interest to analyze large amounts of unlabeled data.

In vision-based unsupervised human action recognition, Xiang and Gong [8] proposed a normalized affinity matrix to detect human behavior and abnormality without interference from human being. Moreover, Niebles et al. [9] demonstrated unsupervised learning for human action recognition using probabilistic Latent Semantic Analysis and Latent Dirichlet Allocation methods. In depth imagery context, however, there are only a few researchers explored unsupervised method. Chen et al. [10] randomly sample the sub volumes from RGB and depth video data as input to the bottom of Independent Subspace Analysis (ISA). After that, the learned ISA at the bottom layer is transferred to the top ISA layer. Eventually, the actions from different modalities are classified by the multi-class multi kernel learning algorithm. Besides, Ong et al. [11] utilize K-means method to cluster unlabeled features data from skeleton model and recognize the actions subsequently.

In our previous work [12], we developed a supervised log-covariance quaternions-based human action recognition system. Microsoft Kinect sensor is employed as input sensor to provide depth map sequences. The orientation of the bone is extracted and the human action is described by using log-covariance quaternions matrix. Subsequently, multi-class support vector machine (SVM) is used to train and classify human action. In this paper, our previous method is incorporated with an adaptive model to achieve minimal supervision human action recognition system. This hybrid model will enable an intelligent system to handle the process of human action detection, labelling, training and recognition in automated manner. In this research, a public depth map dataset, namely MSR-Action3D dataset [13] is utilized in order to evaluate effectiveness of the proposed method.

**Proposed Method:** Log-covariance quaternions action recognition framework which is initially developed in supervised classification manner is fused with an adaptive model in order to demonstrate intelligence capability to detect, label, train and recognize human action automatically. Figure 2 exhibits the overview of adaptive log-covariance quaternions action recognition framework.

**Detection of New Action:** In adaptive model, database plays an important role. The database is served as a storage for log-covariance quaternions action descriptors. The mean of log-covariance quaternions action descriptor is stored in the database as shown in Equation 1.

$$\bar{C}_{log} = \frac{1}{M} \sum_{m=1}^{M} C_{log,m}$$

where $M$ is total number of quaternions action descriptor for a single action.

The newly formed of log-covariance quaternions action descriptor is compared with the stored action descriptors using Manhattan distance function as exhibited in Equation 2.

$$D = \sum_{i=1}^{J} |C_i - S_i|$$

where $R$ is the stored log-covariance quaternions action descriptor, $S$ is the incoming log-covariance quaternions action descriptor and $J$ is the total elements in the vector. A threshold value, $T$ is employed in order to detect a new action. If the incoming log-covariance quaternions action
Fig. 2: Overview of adaptive log-covariance quaternions action recognition framework.

descriptor produces a threshold value which is more than \( T \), the algorithm will proceed to examine the amount of action descriptors in action descriptor collection pool. In this research, the \( T \) value was set as 250 after obtaining the minimum intra-class variation value from same action that performed by ten different individuals. The action descriptor collection pool functions as a container to temporary store the action descriptors and serves as an input to the clustering algorithm when the collection pool exceeds limit \( \alpha \).

**Hierarchical Clustering:** Agglomerative hierarchical clustering [14] method is adopted to group similar action descriptors in this research. Generally, hierarchical clustering depends on linkage criterion to group objects into clusters. The commonly used linkage criteria between two sets of observations \( A \) and \( B \) are [15]:

Single linkage clustering (Equation 3),

\[
D(A, B) = \min_{a \in A, b \in B} d(a, b)
\]

(3)

Complete linkage clustering (Equation 4) and

\[
D(A, B) = \max_{a \in A, b \in B} d(a, b)
\]

(4)

Average linkage clustering (Equation 5)

\[
D(A, B) = \frac{1}{|A| |B|} \sum_{a \in A} \sum_{b \in B} d(a, b)
\]

(5)

where \( d(a, b) \) is the distance between two elements \( a \) and \( b \).

Fig. 3: Comparison of different linkage methods.

In this research, we tested all three linkage clustering methods and found that Average linkage clustering performs the best as compared to other clustering methods. Figure 3 shows a comparison of different linkage methods. In the testing, three actions from MSR-Action3D dataset [13] which are *draw circle*, *draw tick* and *draw x* were chosen. These actions were picked due to the small inter-class variation value. We cut in the hierarchy that yielded three clusters and examine the clustering accuracy. The mean of precision and recall measures were generated from three actions (five samples from different individuals for each action) in order to compute \( F_{\alpha, \beta} \) measure.

**Experimental Results and Discussions**

**Experimental Setup:** The MSR-Action3D dataset is a public action dataset which was acquired by a depth camera. Generally, this dataset consists of 20 actions performed by ten subjects where each action was repeated two or three times. The 20 actions are: *high arm wave*, *horizontal arm wave*, *hammer*, *hand catch*,...
forward punch, high throw, draw x, draw tick, draw circle, hand clap, two hand wave, side-boxing, pick and throw, bend, forward kick, side kick, jogging, tennis swing, tennis serve and golf swing. These actions involve numerous movement of arms, legs, torso and combinations of all. The spatial resolution of the dataset is 640 × 480 and the total depth map frames is 23797 for 402 action samples. In order to perform a fair comparison, we followed the cross-subject (CrSub) test setup [13] where the total samples were divided into half where half of the subjects were used as training data while the rest of the subjects were used as testing data. Table 1 exhibits the same experimental setting to split 20 actions into three subsets.

Below is the experimental setup for the proposed adaptive model framework:

- The system was preloaded with three actions (walking, jumping and boxing) so that system can perform comparison in order to detect new action.
- Training subjects in each action subset was clustered by using hierarchical clustering algorithm.

Table 2: F_{0.5} Scores for three activities subset after clustering.

<table>
<thead>
<tr>
<th>Action Subset</th>
<th>F_{0.5} Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>AS1</td>
<td>0.8779</td>
</tr>
<tr>
<td>AS2</td>
<td>0.7473</td>
</tr>
<tr>
<td>AS3</td>
<td>0.9785</td>
</tr>
</tbody>
</table>

Table 3: Comparison of the proposed adaptive framework with state of the art methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Average CrSub Test Recognition Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang et al. [16]</td>
<td>86.50</td>
</tr>
<tr>
<td>Vieira et al. [17]</td>
<td>84.80</td>
</tr>
<tr>
<td>Yang and Tian [18]</td>
<td>82.33</td>
</tr>
<tr>
<td>The Proposed Adaptive Framework</td>
<td>81.88</td>
</tr>
<tr>
<td>Miranda et al. [19]</td>
<td>80.30</td>
</tr>
<tr>
<td>Xia et al. [20]</td>
<td>78.97</td>
</tr>
<tr>
<td>Li et al. [13]</td>
<td>74.70</td>
</tr>
</tbody>
</table>

- Hierarchy was cut for eight clusters for each action subset.
- Multi-class SVM classifier was retrained for each action subset and used to perform action recognition on testing subjects AS1, AS2 and AS3 respectively.
- Evaluation will be done based on clustering and recognition accuracies on each action subset.

RESULTS AND DISCUSSION

Table 2 exhibits the clustering accuracies (F_{0.5} score) for three subset actions in adaptive model framework. From Table 2, the F_{0.5} score is relatively lower in AS2 due to the inter-class action variations between draw circle, draw tick and draw x actions are not significant enough. Figure 4 presents the confusion matrices of the adaptive model under cross-subject test after the multi-class SVM
classifier was retrained using the clustered inputs for each action subset. In Figure 4(a) and (b), the recognition rates for AS1CrSub and AS2CrSub are significantly lower as compared AS3CrSub (Figure 4(c)). This is mainly due to the errors of clustering and labelling in clustering stage. Besides, Table 3 summarizes the comparison results. The average recognition rate from the proposed adaptive model is comparable with other state of the art methods.

CONCLUSIONS

In this paper, we have proposed an adaptive model framework based on log-covariance quaternions-based action recognition framework, which is also known as non-adaptive model framework. Basically, the fusion of both models will promote an intelligent system to handle the process of human action detection, labelling, training and recognition in automated manner. Database in adaptive model is employed to store human action descriptors in order to detect a new human action. Subsequently, the collected new action descriptors are clustered using agglomerative hierarchical clustering algorithm. The clustered action descriptors are assigned with labels and the multi-class SVM classifier is updated automatically. Besides, the experimental results on the MSR-Action 3D dataset exhibit the proposed adaptive model framework is comparable with state of the art methods which were developed in supervised manner. In
future, conventional RGB information can be fused with the depth map data to produce algorithms with better recognition accuracy and robustness for both frameworks.
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