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Abstract: Image denoising is a challenging task in the digital  image  processing  research  and  application.
This makes it imperative to find a robust method to comply that task. In this paper, a detailed performance
evaluation of using the neural networks as a noise reduction tool is presented. The proposed approach includes
using both mean and median statistical functions for calculating the output pixels of the training pattern of the
neural network. This uses part of the degraded image pixel to generate the system training pattern. Different
test images, noise levels and neighborhoods sizes are used. Based on using samples of degraded pixel
neighborhoods as inputs, the output of proposed approach provided a good image denoising performance,
which exhibited promising qualitative and quantitative results of the degraded noisy images in terms of PSNR,
MSE and visual tests.
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INTRODUCTION reduce the (random) noise [4]. As examples on the

Images are usually produced in order to display or domain are: the Gaussian smoothing model [5], the
record useful and important information. Unfortunately, anisotropic filtering [6, 7] and the neighborhood filtering
these images may fail to represent the original required [8] by the calculus of variations like the total variation
scene due to some imperfections added by poor image minimization [9]. Moreover, examples on averaging in the
sensors, imperfect instruments and problems with data frequency domain can be: the empirical Wiener filters [8]
acquisition  process,  or transmission errors which will and wavelet thresholding methods [10, 11].
lead to a corrupted or degraded image. Therefore, it is There has been a fair amount of research on wavelet
common that images are contaminated by some noise due thresholding and threshold selection for signal denoising
to numerous unavoidable reasons. Due to this, it is because wavelet provides an appropriate basis for
necessary  to  detect and remove the added noises separating noisy signal from the image  signal  [12, 13].
present  in  the  image  taking  into  account preserving The motivation of using the wavelet transform in image
the  image   details   while   removing   theses   noises. denoising is that the small coefficient are more likely due
This represents the main goal of image denoising to noise and large coefficient due to important signal
approaches [1]. features, therefore, these small coefficients can be

Image denoising is still a challenging problem in thresholded without affecting the significant features of
image processing [2]. A variety of denoising methods the image [14]. The adaptive Wiener filter [15] is one of
have been developed to remove the noise and recover the the most well-known denoising methods. It is an optimal
true image. Some may be implemented directly in the time estimator based on the mean squared error (MSE) and
domain and the rest in the other transform domains such requires the estimation of the additive noise variance,
as frequency and wavelet domains. Even though they which may be determined from the local variance
may be very different in tools it must be emphasized that calculated over a uniform moving average window in the
all of them share the same basic remark: denoising is degraded image [16]. However, still these approaches
achieved by averaging [3]. This averaging may be have problems on a heavy noisy network [17].
performed locally in time domain or in frequency domain Additionally, wavelet based approaches are
where repeated structures in an image were averaged to computationally expensive [18].

approaches which use the averaging principle in time
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Recently, some of the methods for image denoising from the output values of the neural network. This design
have attempted to improve their solutions and reduce the is tested using several benchmark images including-Lena,
computational complexity. To overcome limitations in Cameraman and House. It is observed that the new
image denoising techniques, few researchers have approach is capable to produce a denoised image from the
introduced intelligent techniques to image denoising. noisy one.
These intelligent approaches exhibit promising results for
natural and non-natural (document) images [2, 17, 19]. The Proposed Approach: ANN is a mathematical or

Due to their wide use as tools for data processing, computational model that attempts to simulate the
Artificial Neural Networks (ANNs) have been recently functional  features  of  biological  neural  networks.
introduced and used as a new model to the image These networks consist of an interconnected group of
denoising problems [20, 21]. This type of intelligent artificial neurons to process input information. ANN can
solution  presents some attributes that may produce be an adaptive system that changes its construction
better results in the image restoration process [22, 23]. based on external or internal information that flows
These attributes are related to the flexibility and their through the network during the learning phase. ANNs are
parallel computing properties that have made them usually used to model complex relationships between
suitable for applications in pattern recognition, signal inputs and outputs which can be identified
processing, image processing, computer vision and mathematically.
several other application areas. ANNs are popular due to their learning capabilities.

The focus of this research is to denoise a source Learning algorithms seek through the solution space in
image affected by additive white Gaussian noise. order to find a cost function that has the smallest possible
However, it is a valid assumption for images obtained measure of how far away from an optimal solution to the
through transmitting, scanning or compression. In this problem that we want to solve. In this research, a Back
paper, a new image denoising technique by using feed Propagation Neural Network (BPN) is used as the learning
forward neural network is proposed for images with 256 x algorithm [25]. BPN follows supervised learning. Consider
256 pixels. The training patterns are generated from the a neural network with n input and m output units with any
noisy image by using the pixel values of different local number of hidden units as shown in Figure 1. When the
neighbors. The neural network uses a Multilayer input pattern x from a training set is presented to the
Perceptron (MLP) algorithm and trained with the back network; it produces an output y different in general from
propagation training algorithm [24, 25]. The values of each the target t . y  and t  should be identical for i = 1,..., p, by
pixel and its neighbors are passed through the trained using the back propagation learning algorithm. The error
neural network. The resulted denoised  image  is  obtained between y  and t  should be minimized as follows:

i

i

i i i

i i

Fig. 1: Multilayer perceptron neural network architecture
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The degraded image data is provided as input to the MLP

Firstly, the NN starts to compute activations and work, image processing operations  involve  processing
signals of input, hidden and output neurons for the x . an image in sections, called blocks or neighborhoods,i

Then the error over the output neurons is calculated with sliding neighborhood operation rather than
using equation (1). This error is used to compute the processing the entire image at once. A sliding
change in the hidden to output layer weights and the neighborhood  operation  is an operation that is
change in input to hidden layer weights (including all bias performed a pixel at a time, with the value of any given
weights), such that a global error measure gets reduced. pixel in the output image being determined by the
This procedure is repeated until the global error falls application of an algorithm to the values of the
below a predefined threshold. corresponding input pixel's neighborhood. A pixel's

In this work, MLPs is used which are feed-forward neighborhood is some set of pixels, defined by their
neural networks [27]. MLPs are supervised networks so locations relative to that pixel, which is called the center
they need to be trained. They learn how to transform the pixel.  The  neighborhood  is a rectangular block and as
input data into a desired output. Using some (one or two) we move  from  one  element to the next in an image
hidden layers, MLP can approximate the input-output matrix, the neighborhood block slides in the same
relationship. Most neural network applications involve direction. The center pixel is the actual pixel in the input
MLPs as shown in Figure 1. This network has an input image being processed by the operation. If the
layer with k neurons, one hidden layer with three neurons neighborhood has an odd number of rows and columns,
and an output layer with two neurons. The input layer has the center pixel is actually in the center of the
vector of input variable values (x  ….. x ). The input layer neighborhood. If one of the dimensions has even length,1 k

distributes the values to each of the neurons in the the center pixel is just to the left of center or just above
hidden layer. In the hidden layer, the value from each center. For example, in a 2-by-2 neighborhood, the center
input neuron is multiplied by a weight (w ) and the pixel is the upper left one. To summaries how a slidingij

resulting weighted values are added together producing neighborhood operation is performed: Select a single
a combined value n . The weighted sum n  is fed into a pixel,  determine the pixel's neighborhood, apply ai i

transfer function, g. The outputs from the hidden layer are function to the values of the pixels in the neighborhood.
distributed to the output layer. In the output layer, the This function must return a scalar; find the pixel in the
value from each hidden layer neuron is multiplied by output image whose position corresponds to that of the
another weight (w ) and the resulting  weighted  sum is center pixel in the input image then set this output pixel tokj

fed into a transfer function, g, which outputs a value y . the value returned by the function. These steps arek

The y values are the outputs of the network. repeated for each pixel in the input image.
In the conducted experiments, in order to design the In order to obtain the output pixel, it must be

training set for the neural network, the artificially previously determined how this pixel is connected with its
degraded images are simulated by applying the neighbors in the noisy image. Connectivity defines which
degradation model. The image is first convoluted with a pixels are connected to other pixels. A set of pixels in a
selected noise operation like Gaussian white noise and binary image that form a connected group is called an
salt and pepper noise and then noise is added to it at object  or  a connected component. There are two types
different  rate  occurrence. A corrupted image can be of pixels  connectivity:  4-connected  and  8-connected.
given as: In 4-connected, pixels are connected if their edges touch.

y(i, j) = x(i, j) + n(i, j) (2) same object only if they are both on and are connected

Where y(i,j) is the observed value, x(i,j) is the true 8-connected, pixels are connected if their edges or corners
(original) value and n(i,j) is the noise perturbation at pixel touch. This means that if two adjoining pixels are on, they
(i,j). The learning phase of the MLP attempts to make it are part of the same object, regardless of whether they are
capture  inherent  space  relations  of  degraded  pixels connected along the horizontal, vertical, or diagonal
and  correspond  them  to   the   non-degraded   pixels. direction.

and the non-degraded image as the corresponding output
in the supervised learning process.

The noisy image has the dimension of N×M. In this

This means that a pair of adjoining pixels is part of the

along   the   horizontal   or   vertical direction.  While in
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The training patterns set of the MLP are created by
sequentially extracting 2x2, 3x3, 4x4 and 5x5 local (3)
neighborhoods from the degraded image and the pixel of
the corresponding neighborhood center position in the
original non degraded image. Here, the functions which
are applied to values of the pixels in the neighborhood are (4)
averaging and median operations of pixels in the
neighborhood. The result of this calculation is the value Where I and K are the original and the distorted images,
of the output pixel. During the training phase, the pixel respectively. m and n are the number of pixels in both
values in each neighborhood are used as inputs to the images (dimensions of the images) and MAX equal to the
MLP and the target is the output pixel (the result of the maximum possible pixel value (in our case it is 2^8 - 1 = 255
averaging or median operation). The process is repeated for 8-bit images).
for all the pixels of the noisy image. Finally, a denoised
image is generated that has the dimension of the noisy RESULTS AND DISCUSSION
image.

In this work, the noisy images are generated from the The proposed procedure requires no prior knowledge
original benchmark images by adding Gaussian white of the noise; this represents a good advantage of the
noise of different standard deviations ( ). The pixel values proposed approach compared to many of the current
of the noisy image are normalized by dividing with 255 in techniques that assume the noise model to be known like
order to accelerate the convergence of the neural network. the Gaussian noise. That due to the fact that, in reality,
The training patterns are generated as described above. this assumption may not always hold true due to the
The  MLP  was  designed  with   5-5-1 neural   network varied nature and sources of noise. The experimental
(5 input neurons, 5 hidden neurons and 1 output neuron) results presented here are based on adding Gaussian
is taken and the values of the weights are initially noise with zero mean and different variance values to the
randomized in the interval (-0.1, +0.1). The NN is trained natural images to demonstrate the performance of the
5000  times   (iterations)   with   the   training  patterns. proposed algorithm.
The learning rate is set at 0.05 during the training phase. This section illustrates quantitative results of
The Hyperbolic tangent sigmoid transfer function application of the neural network system as an image
activation function is used in the hidden and output denoising methodology. The proposed technique was
neurons. The denoised image is generated by applying implemented using MATLAB 8.0. The obtained results
the  pixel  values of the noisy image to the trained NN. show the PSNR and MSE of Cameraman, Lena and House
The outputs of the NN are multiplied by 255 to form the image benchmarks for the noisy and denoised images with
denoised image. different noise levels. Figure 2 shows the original images

Peak to Signal Noise Ratio (PSNR) and MSE are of these image benchmarks. Figures 3-8 depict the 2x2,
standard criteria reported in the literature for quantitative 3x3, 4x4 and 5x5 local neighborhoods PSNR and MSE
evaluation of the effectiveness of proposed image using the mean and median functions to calculate the
denoising methods. PSNR and MSE are metrics by which output pixels which compose the training pattern of the
they measure the absolute difference between two MLP with different noise variances.
signals, which are completely quantifiable. PSNR is the Figure 3 illustrates the PSNR and MSE of the
ratio between the reference signal and the distorted signal Cameraman image based on the mean function. From this
in an image, given in decibels. The higher the PSNR, the figure, it can be noticed that as the local neighborhood
closer the distorted image is to the original. In general, a size increases, the PSNR increases and the MSE
higher PSNR value should correlate to a higher quality decreases. This means that the 5x5 has the highest PSNR
image, but this is not always the case. MSE is the average and the lowest MSE compared to the noisy, 2x2, 3x3 and
squared difference between a reference image and a 4x4 images PSNR and MSE, respectively. Also, the PSNR
distorted image. It is computed pixel-by-pixel by adding decreases as the added noise level increases while the
up the squared differences of all the pixels and dividing MSE increases as the added noise increases for the 2x2,
by the total pixel count. Both MSE and PSNR are very 3x3, 4x4 and 5x5 local neighborhoods. That is because as
important in image and video quality monitoring and are the noise which corrupts the original  image  increases,
computed as below, the capability  of  reconstructing the original one becomes
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(a) (b) (c)
Fig. 2: The original images benchmark: (a) Cameraman, (b) Lena and (c) House.

Fig. 3: The PSNR and MSE of the noisy and denoised Cameraman image with different noise levels and pixel
neighborhood sizes based on the mean function.

Fig. 4: The PSNR and MSE of the noisy and denoised Cameraman image with different noise levels and pixel
neighborhood sizes based on the median function.

harder. A comparison has been made between the mean differences between using mean or median functions to
and median as functions to generate the denoised pattern get the denoised image. This principle was applied to
sample for the MLP. For the Cameraman, the obtained Lena and House test images in order to get more insight
results from both mean and median functions are shown on the performance of the proposed denoising method.
in Figure 3 and Figure 4 for PSNR and MSE, respectively. The results obtained from applying this method on these
These figures demonstrate that there are no clear images are shown in Figures 5-8. These figures also reveal
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Fig. 5: The PSNR and MSE of the noisy and denoised Lena image with different noise levels and pixel neighborhood
sizes based on the mean function

Fig. 6: The PSNR and MSE of the noisy and denoised Lena image with different noise levels and pixel neighborhood
sizes based on the median function.

Fig. 7: The PSNR and MSE of the noisy and denoised House image with different noise levels and pixel neighborhood
sizes based on the mean function.

that both mean and median functions provide nearly the MSE of the original image and the degraded version and
same outputs when were used to generate the training the original and denoised images. In addition, a
pattern of the MLP. comparison between the mean and median functions can

A more detailed presentation about the effectiveness be accomplished. These  results  are  summarized in
of the proposed technique can be obtained from Tables 1 and 2. As an example and due to limited space,
calculating the difference between the both PNSR and these tables present the Cameraman image results only.
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Fig. 8: The PSNR and MSE of the noisy and denoised House image with different noise levels and pixel neighborhood
sizes based on the median function.

Fig. 9: (a) Lena degraded (noisy) image (noise variance = 4), (b) and (c) Denoised image based on the mean function
using 2x2 and 5x5 neighborhood, respectively. (d) and (e) Denoised image based on the median function using
2x2 and 5x5 neighborhood, respectively.



World Appl. Sci. J., 17 (2): 218-227, 2012

225

Fig. 10: (a) House degraded (noisy) image (noise variance = 9), (b) and (c) Denoised image based on the mean function
using 2x2 and 5x5 neighborhood, respectively. (d) and (e) Denoised image based on the median function using
2x2 and 5x5 neighborhood, respectively.

From  Table  1,  it  can  be   noticed   that   as  the Another test for the proposed procedure is to
noise   level   increases   as   the   error   (i.e.,  difference) perform a subjective evaluation of the resulted denoised
in the  PSNR increases which means the more images. Figures 9 and 10 show degraded images with
improvement   has   been   made   to   the   degraded different noise levels and the denoised images using the
image   for both    the   mean   and   median  functions. proposed approach based on the mean and median
On the other hand, this is not the case for the functions using the 2x2, 3x3, 4x4 and 5x5 local
neighborhood  size.  It  is  clear  that the neighborhood neighborhoods. The obtained images showed that the NN
size does not significantly affect the especially the 3x3, approach led to a good restoration of the degraded
4x4 and 5x5 neighborhood sizes. That is because as the images with different noise reduction levels. In both mean
neighborhood   size  increases  as  the  amount of and median functions the 2x2 and 3x3 neighborhoods
available information  to predict the original  pixel are provide little noise reduction. On the other hand, the 4x4
more. This justification is true mathematically and and 5x5 provide better noise reduction but with some
quantitatively (objectively) but not always true blurs. Therefore, it can be seen that as the size of the local
qualitatively (i.e. subjectively) as will be seen later in this neighborhoods increases as the restored (denoised)
paper. These observations are also true for the MSE as image becomes more blurred as shown in Figures 9 and 10
can be seen from Table 2. for Lena and House images.
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Table 1: The absolute error between the PNSR of the original image and
the degraded version and the original and denoised images of the
Cameraman image using the: (a) Mean and (b) Median functions

(a) Pixel neighborhood size
--------------------------------------------------------------------
2x2 3x3 4x4 5x5

Noise var. (%) 1 2.01 3.16 1.78 1.31
4 4.27 6.38 6.04 6.02
9 4.85 7.02 7.47 7.70
16 4.93 7.13 7.76 8.15

(b) Pixel neighborhood size
--------------------------------------------------------------------
2x2 3x3 4x4 5x5

Noise var. (%) 1 1.78 4.64 1.92 2.74
4 4.14 6.58 6.26 6.78
9 4.43 7.33 7.43 8.78
16 4.48 6.91 7.66 8.30

Table 2: The absolute error between the MSE of the original image and the
degraded version and the original and denoised images of the
Cameraman image using the: (a) Mean and (b) Median functions

(a) Pixel neighborhood size
--------------------------------------------------------------------
2x2 3x3 4x4 5x5

Noise var. (%) 1 225.6 311.1 205.0 161.9
4 1365.1 1670.8 1631.2 1628.9
9 2867.7 3401.4 3483.4 3521.0
16 4247.8 5028.6 5186.6 5275.8

(b) Pixel neighborhood size
--------------------------------------------------------------------
2x2 3x3 4x4 5x5

Noise var. (%) 1 207.1 394.5 219.1 283.9
4 1285.6 1711.1 1674.9 1732.2
9 2598.1 3406.2 3514.4 3646.4
16 3631.4 4774.9 5121.3 5288.6

CONCLUSIONS

In this paper, an evaluation of using the neural
networks as a tool for image denoising was performed.
Both MLP and BPN were used. The evaluation also
included both mean and median functions to be used as
a function to return a pixel which corresponds to a pixel in
the output image whose position corresponds to that of
the center pixel in the input image neighborhood and with
a value returned by the function (i.e., the mean or median
of the neighborhood pixels of the center pixel). In this
work, different test images, noise levels and
neighborhoods sizes were used. The evaluation was
based on the PSNR, MSE and subjective (visual)
methods. From the obtained experimental results, the

proposed approach exhibited outcomes of noise reduction
and image quality improvements, with different noise
levels, which qualify it to be suitable for image processing
and denoising. In addition, both mean and median
functions provided comparable results for different
neighborhood pixel sizes. Nevertheless, as the local
neighborhoods size increases as the resulted denoised
image becomes blurred. Moreover, as the local
neighborhoods size increases as the PSNR of the
denoised image becomes better. This concludes that, the
larger the neighborhoods size, the better the PSNR but the
less image details preserved.
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