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Abstract: Steganalytic techniques are used to detect whether an image contains a hidden message. By
analyzing different image features between stego-images (the image within which information is hidden) and
cover-images  (the  Image  in  which  information  is  to  be hidden), a steganalytic system is able to detect
stego-images. In this paper, we present a new method in LSB embedding by avoiding the change of statistic
features. After embedding data in the first LSB bits, we apply PSO (Particle Swarm Optimization) by adjusting
the second LSB bits of a stego-image while creating the desired statistic features to generate the modified
stego-images that can break the inspection of chi-square attack. Experimental results show that our algorithm
can not only pass the detection of chi-square test, but also leave our hidden message unchanged on the first
LSB bit and enhance the peak signal-to-noise ratio of stego-images. By using PSO algorithm, speed of
convergence also is improved.
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INTRODUCTION The essential requirement in the embedding data is

Steganography is the art of hiding a secret message degree that it does not raise suspicion. In other words, the
within a cover-medium (image) in such a way that others hidden information introduces only slight modification to
(warden) can not discern the presence of the hidden the cover-media. Most passive warden distinguishes
message. It differs from cryptography which encodes between stego and cover images by analyzing their
messages, so that nobody can read it without the specific statistic features.
key. The famous steganographic methods include covert Generally, the steganalytic systems are categorized
channel, invisible ink, microdot and spread-spectrum into two classes: spatial-domain steganalytic system
communication [1, 2]. Steganography is an old subject; (SDSS) and frequency-domain steganalytic system
however, computer technology provides a new aspect of (FDSS). The SDSS [3, 4] is adopted for checking the
applications by hiding messages in the media, such as lossless compressed images by analyzing the spatial-
audio and images. domain statistic features. For the lossy compression

Steganalytic is the term for any techniques which are images such as JPEG, the FDSS [5, 6] is used to analyze
used by warden to detect wheatear an image contains a the frequency-domain statistic features. Westfeld and
hidden message. Warden is free to inspect all the Pfitzmann [3] presented two SDSSs based on visual and
messages with two options, passive or active. The chi-square attacks. The visual attack uses utilizes human
passive way is to inspect the message in order to eyes  to  examine stego-images by checking their lower
determine whether it contains a hidden message and then bit-planes. The chi-square attack or histogram attack can
to perform a proper action. On the other hand, the active automatically detect the specific characteristic generated
way is always to alter messages though Warden may not by the least-significant-bit (LSB) steganographic
perceive any trace of a hidden message. Note that, in this technique. Avcibas et al. [4] proposed image quality
paper, we focus on the passive warden. measure  (IQM) which  is  based on a hypothesis that the

that the stego-media should be indistinguishable to the
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steganographic systems leave statistic evidences that can For LSB embedding, even pixel values are either left
be exploited for detection using IQM and multivariate unmodified or increased by 1, while odd pixel values are
regression analysis. Fridrich et al. [5] presented a FDSS either left unmodified or decreased. Thus, the grayscale
for detecting the JPEG stego-images by analyzing their values (2i, 2i + 1) form a pair of values (PoV) that are
discrete cosine transformation (DCT) with cropped exchanged into each other during embedding. This
images. The chi-square steganalytic systems [3] are used asymmetry in the embedding function can be used in the
in our experiments to test the correctness of our PSO- following manner.
based methodology. Since the steganalytic system Let T  [j]; j=0,1,…,255 denote the intensity histogram of
analyzes certain statistic features of an image, the idea of the cover image and T  be the corresponding histogram of
developing a robust steganographic system is to produce the stego image after embedding qn bits, where n is the
the stego-image by avoiding changing the statistic total number of pixels and 0  q  1. Equivalently, we can
features of the stego-image. In literature, several papers say that we are embedding q bits per pixel (bpp) or that q
have presented the algorithms for steganographic and is the relative message length.
steganalytic systems. Few papers have discussed the According to Ingemar J. Cox et al. [8], T  can be calculated
algorithms for breaking the steganalytic systems. Yi-Ta as a function of T  and q. Thus, we can write:
Wu et al. [7] presented a Genetic algorithm base
methodology for breaking steganalytic systems. Their (1)
algorithm is applied on some steganographic systems on
spatial and frequency domain. They have two limitations; (2)
firstly, there is always BER (bit error rate) in their modified
stego-image and also their speed of convergence is low. Note  that,  for  a  fully  embedded  image, (q =1),

In this paper, we present a new method for breaking E{Ts [2i]} = E {Ts [2i + 1]}. In other words, the histogram
steganalytic systems. We have modified their idea [7] in bins 2i and 2i +1 will have approximately the same values,
our work such that there is no bit error rate. In our which will cause very obvious step artifacts in the
method, after embedding data in the first LSB bit of the histogram. The theoretically expected value for Ts[2i] is
image, we manipulate the second LSB bit by the binary therefore. Thus, it is possible to detect LSB embedding for
PSO for breaking the inspection of steganalytic systems. q = 1 by testing whether Ts [2i] = Ts [2i + 1]. Here, we
In fact, the binary PSO based approach is adopted to apply Pearson’s chi-squared test [9] to determine whether
generate several stego-images by changing their second Ts[2i] =. The  chi-square  test starts by calculating the chi-
bits until one of them can break the inspection of chi- square test statistics:
square attack. In comparison with GA method, our
algorithm is converged more quickly. (3)

In section 2 we introduce LSB Embedding and then
describe chi-square test or the histogram attack. In With (k-1) =127 degrees of freedom. Assuming that
section 3, our PSO-based breaking algorithm is discussed. even grayscale values indeed follow the probability mass
Experimental Results are outlined in Section 4. Paper is function, T  [2i], the test statistic, S, follows the chi-square
concluded in section 5. distribution with k - 1 degress of freedom. Intuitively, a

LSB Embedding and the Histogram Attack: Digitally expected distribution and we can conclude that the image
embedding a message in a cover-Image usually involves contains a message embedded using LSB embedding. On
two steps; first, identify the redundant bits of a cover- the other hand, large values of the test statistic imply that
Image and deciding which redundant bits to use and then no  message is embedded. The statistical significance of
modifying them. Generally redundant bits are likely to be S is measured using the so-called p-value, which is the
the least-significant bit (s) of each data word value of the probability that a chi-square distributed random variable
cover-image. with k-1 degrees of freedom would attain a value larger

The LSB embedding leaves characteristic artifacts in than or equal to S:
the histogram of pixel values. Therefore, we can use this
point to build a feature vector for steganalytic system. (4)
One method which uses this point, called the histogram
attack [3].
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small value of S indicates that the data follows the
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(a) (b)
Fig. 1(a): A portion of a cover image histogram. (b) The same portion of the histogram of an image fully embedded with

LSB embedding

If the image does not contain a hidden message, S is V (t + 1) = w. v  (t) + c (p  – x  (t)) + c  (p  – x  (t)) (5)
large and p(S )  0. Fig. 1 (a) shows a portion of histogram
of cover-image. And Fig. 1.b shows changes in histogram x (t + 1) = x  (t) + v  (t + 1) (6)
after fully embedding data in LSB bits.

As mentioned above, Embedding data in the first LSB Where c  and c  are positive constants and  and  are
bits make changes in histogram which will be detected by two random variables with uniform distribution between
chi-square test by steganographic system. So, warden can 0 and 1. In this equation, w is the inertia weight which
discern the presence of the hidden message in the stego shows the effect of previous velocity vector on the new
image. In order to maintain statistics features, we utilize vector. According to [13] in Binary space the particle
PSO. In next section, we present our PSO-based breaking swarm  formula  remained  unchanged,  except  that now
algorithm. P and x  are integers in {0, l} and v , since it is a

The Particle Swarm Optimization: The PSO algorithm is A logistic transformation S(v ) can be used to accomplish
introduced by Kennedy and Eberhart [10-12] that this last modification. The resulting change in position
simulates the social behaviors of bird flocking or fish then is defined by the following rule:
schooling and the methods by which they find roosting
places, foods sources or other suitable habitat. if (rand () < S (v )) then x  = 1; else x  = 0 (7)

In general, the PSO starts with some randomly
selected particles in a swarm. Every particle in the swarm Where the function S(v) is a sigmoid limiting
corresponding to a solution in the problem domain. An transformation and rand() is a quasirandom number
objective, called fitness function, is used to evaluate the selected from a uniform distribution in [0.0, 1.0].
quality of each particle. Each individual within the swarm This algorithm is repeated until a predefined condition
is represented by a vector in multidimensional search is satisfied or a predefined number of iterations are
space X  = (x , x ,...x ) which d is number of dimensions. reached. The predefined condition in this paper is thei il i2 id

This vector has also one assigned vector which situation when we can correctly modify statistic features
determines  the  next movement of the particle and is of the stego image.
called  the  velocity   vector.   This   vector   denoted  by In  order  to  apply  the  PSO  for  manipulating
V = (v , v ,...v ) and selected randomly at the beginning statistic feature of the stego-image, we use the particlesi il i2 id

of process. consisting of 64 dimensions (d=64). Figure 2 give an
The PSO algorithm also determines how to update the example of these particles. The particles is used to adjust

velocity of a particle. Each particle updates its velocity the pixel values of a stego image to modify histogram of
based on current velocity and the best position it has image, so the chi-square attack cannot detect presence of
explored so far (P  (p , p ,...,p )); and also based on the the message in the stego image and at the same time theibest i1 i2 id

global best position (P  (p , p ,...,p )) explored by embedded message can be extracted correctly. Since wegbest g1 g2 gd

swarm. So the position of the particle and its velocity is embed message in the first LSB bit and change the
being updated using following equations: second.

i i 1 1 i i 2 2 g i

i i i

1 2 1 2

id id id

probability, must be constrained to the interval [0.0, 1.0].
id

id id id
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Fig. 2: A typical particle in our algorithm Fig. 3: a) original image of Lena. b) Stego image of Lena

LSB bit to modify statistic features, the hidden
message  always  is  unchanged  after   optimization in
our  algorithm.  In comparison with Yi-Ta Wu et al, we
only define a fitness function to evaluate the statistic
features. On the other hand, in our algorithm there is no
BER.

Let MS and S, respectively, denote the modified stego
and the stego images of size 8*8. We modified the stego-
images by adding the particles as

S = {Ms  + S  + x , where 0 i  63} (8)i i i

X  = {x , x ,....,x } (9) experimental results to show that our PSO-basedi 0 1 63

Fitness Function: The fitness function evaluates the inspection of steganalytic systems. For testing our
difference S, chi-square test, between the cover-image and algorithm, we use the 512×512 grayscale image of Lena
the stego-image in order to maintain the statistic features. which is often-used image in image processing research.
In fact, Fitness Function evaluates the statistic features of The Lena image was originally stored in the BMP format.
the stego-image and compares them with those of the Figure 3a shows original image of Lena and 3b shows this
cover-image such that the differences should be as small image  after  fully  embedding  data in the first LSB bits.
as possible; Let S  and S  denote the chi-square test of cover and

Object = |S  – S | (10) S  = 4.1152e+004.C MS

Where, S denotes chi-square test of cover image. Our PSO stego image can be detected easily. After applying our
based algorithm is presented below: algorithm on the stego image, S , denoted chi-square test

Step 1: Embed data in the first LSB bit of cover image and = 3.7043e+004.
create stego image. Which, there is little difference between cover and

Step 2: Divide the stego-image into a set of stego-images detect presence of data in the image. Our approach not
of size 8*8. only fixes the hidden data in the first LSB, but also

Step 3: For each 8*8 stego-image, we modify the second The PSNR of the modified stego image is about 45.44 dB,
LSB bits based on the PSO to ensure that histogram of which is suitable value in steganography. In Figure 4 the
stego and cover image are as identical as possible. modified image has been showed. About speed of
(Minimizing fitness function). convergence, our method is converged in 9.72 min

Step 4: Combine all the 8*8 stego-images together to form In comparison with Yi-Ta Wu et al. which we get idea of
a complete stego-image. our  algorithm  from  them,  we  have  three improvements,

(fully embedded)

Fig. 4: Modified image in our PSO algorithm

Experimental Results: In this section, we provide

steganographic system can successfully break the

c s

stego  image,  respectively.  We  have S = 3.6977e+004,c

s

Obviously, there are considerable differences, so the

MC

of modified stego image, calculated as S-Stego (Modified)

modified stego image, so the steganalytic system cannot

enhances the peak signal-to-noise ratio of stego-images.

(Pentium(R)  Dual-Core CPU, 2.60 GHz, 2.0 GB of RAM).
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Table 1: comparision between GA ans PSO algorithm
Algorithm GA PSO
Speed of convergence 11.13 min. 9.72 min.
PSNR 46.45 dB 45.44 dB.
Bit Error Rate Depended to hidden zero.

messege (not zero).

first, we always embed the messages in the first LSB bit of
images, it is not need to know about position of the data
in each images. Second, since we modify the histogram by
the second bit, we have no BER in our hidden messages.
Third, the GA method is converged in 14.13 min. In fact,
we have 4.41 min improvement at the same condition.

CONCLUSION

In this paper, we have presented a PSO-based
algorithm of modifying a stego-image to break the
detection of the chi-square test by artificially
counterfeiting statistic features. We design a fitness
function to evaluate the quality of each particle in order to
adapt the stego-image that can pass through the
inspection of steganalytic systems. Experimental results
show that our PSO algorithm can not only successfully
break the detection of the steganalytic systems, but also
leave our hidden message fix. Moreover, in comparision
of GA method, our PSO algorithm improve speed of
convergence. Table 1 shows comparison between our
method and GA method.
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