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Abstract: Heterogeneous Earliest Finish Time (HEFT) algorithm outperforms many existing list scheduling algorithms for precedence constraint tasks allocation onto computationally diverse set of machines. However, if two or more tasks with the same rank or processors with the same minimum earliest finish time compete, known a tie-break, then various random and deterministic selection policies can bring a significant difference in the final schedule length (makespan). This paper considers a number of tie-breaking schemes for task and processor selection. The performance of the proposed schemes has been extensively studied with various simulation parameters on randomly generated as well as some real world application directed acyclic graphs (DAGs). Our experimental investigation shows that random selection based policy is not always an efficient choice. Furthermore, the implementation of some deterministic approaches can increase the overall cost or complexity of the algorithm but it may be a trade-off worth making.
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INTRODUCTION.

Heterogeneous computing system (HCS) is a computing platform which consists of different kinds of resources interconnected with a high speed network. Due to diverse and sufficient computational resources, task scheduling mechanism in HCS becomes one of the key factors for achieving high performance. The common objective of scheduling is to map tasks onto available set of machines and order their execution so that task precedence requirements are satisfied and there is a minimum schedule length (makespan). The problem of finding the optimal schedule is shown to be NP-complete [1, 2].

An application with computationally intensive tasks can be parallel executed in the HCS. Directed acyclic graph (DAG) is a well accepted representation of a parallel application in which the nodes represent application tasks and the directed edges represent inter-task dependencies, such as task's precedence [3]. List scheduling algorithms [4-11] have shown to be the most promising heuristics for DAG scheduling. The basic idea of list scheduling is to prioritize the tasks of the given application DAG in a non increasing order arranged list. A task with a higher priority is scheduled before a task with a lower priority and ties are broken using some agreed method. Among the list scheduling algorithms Heterogeneous Earliest Finish Time (HEFT) algorithm [4] has shown best results both in terms of cost and quality of schedule. In HEFT, priorities are given to a set of tasks on the basis of task average communication and computation costs. The algorithm uses a recursive procedure to compute the rank of a task by traversing the graph upwards from the exit task. However if two or more tasks having same rank compete for the best available processor, known as tie break, then the algorithm uses random policy for task or processor selection.

In this paper we have considered various deterministic tie breaking mechanisms for competing tasks and processors. These strategies have been implemented separately in task prioritizing as well as processor selection phases. Our simulation results show that the random tie breaking policy for competing tasks and processors, as adopted by HEFT, does not always give an optimal solution. The rest of the paper is organized as follows: In section 2, HEFT scheduling attributes have been discussed. In section 3, we give the background and motivation of our work.
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In section 4 we discuss the methodology, section 5 provides results and discussion. Finally, section 6 concludes the paper.

**HEFT Scheduling Attributes:** Before proceeding to the next section, it is necessary to discuss some basic scheduling attributes such as rank upward, rank downward, earliest startup time and earliest finish time, which were used in the HEFT scheduling algorithm.

The upward rank, \( r_{\text{up}} \), of the task \( v_n \) is calculated using the following equation

\[
\text{rank}_{\text{up}}(v_n) = \text{W}_{\text{up}} + v_n \max_{\text{succ}(v_n)} \left\{ d_{kn} + \text{rank}_{\text{up}}(v_m) \right\}
\]

where \( \text{W}_{\text{up}} \) is the average computation cost of the task \( v_n \), \( d_{kn} \) is the average communication cost of the edge from task \( v_n \) to task \( v_m \), \( \text{succ}(v_n) \) is the set of all immediate successors of task \( v_n \). For the entry task, the upward rank is

\[
\text{rank}_{\text{up}}(v_{\text{entry}}) = \text{W}_{\text{entry}}
\]

Similarly, the downward rank of task \( v_n \) is defined by the following equation

\[
\text{rank}_{\text{down}}(v_n) = v_n \max_{\text{pred}(v_n)} \left\{ \text{W}_{\text{down}} + d_{kn} + \text{rank}_{\text{down}}(v_m) \right\}
\]

where \( \text{pred}(v_n) \) is the set of all immediate predecessors of the task \( v_n \). \( \text{EST}(v_n,p_k) \) and \( \text{EFT}(v_n,p_k) \) are the earliest startup time and earliest finish time of the task \( v_n \) on the processor \( p_k \), respectively. For the entry task \( v_{\text{entry}} \), \( \text{EST}(v_{\text{entry}}, p_k) = 0 \).

\[
\text{EST}(v_n, p_k) = \max \left\{ \text{avail}[k], \max_{\text{pred}(v_n)} \left\{ \text{AFT}(v_m) + d_{kn} \right\} \right\}
\]

(5)

\[
\text{EST}(v_{\text{entry}}, p_k) = 0
\]

(4)

For the other tasks in the task graph, the EST and EFT values are computed recursively, starting from the entry task. EST and EFT are defined by

\[
\text{EFT}(v_n, p_k) = \text{avail}[k] + \max_{\text{pred}(v_n)} \left\{ \text{AFT}(v_m) + d_{kn} \right\}
\]

(5)

\[
\text{EFT}(v_{\text{entry}}, p_k) = \text{EST}(v_{\text{entry}}, p_k)
\]

(6)

where \( \text{avail}[k] \) is the earliest time at which processor \( p_k \) is ready to execute the next task. In order to compute the EFT of a task \( v_n \), all the immediate predecessor tasks of \( v_n \) must have been scheduled.

**Background and Motivation:** Selection of an appropriate tie break mechanism in case of competing tasks or processors has been an important consideration in well known heuristics for tasks scheduling in heterogeneous computing systems. *Modified critical path* (MCP) [5] algorithm resolves a tie by looking at the latest starting time of the descendants. The *Earliest time?rest* (ETF) [6] algorithm selects the task with higher static level and *Dynamic level schedule* (DLS) [7] algorithm takes into account the descendants dynamic level to break the ties. HEFT algorithm adopts the random tie breaking policy for competing tasks as alternative policies increase the complexity of the algorithm [12]. However, the processing power of the existing machines has increased considerably over the last decade. In this scenario, a minute increase in algorithmic lines of code can lead to only fractional increase in its complexity but can contribute an enormous decrease in the final schedule of the given task graph.

The schedule of the DAG shown in Fig. 1 explains the benefits of alternate tie breaking mechanisms in detail. The given DAG is scheduled among three processors with different computational capabilities. The communication costs among the nodes are represented as weighted directed edges while the computation costs are given in the provided table. In the task prioritizing phase, the non increasing order of upward rank of the tasks is \( \{1, 5, 6, 2, 4, 3, 9, 8, 7, 10\} \). Two alternate policies have been implemented in the processor selection phase i.e. *random selection* policy adopted by the original HEFT algorithm and *predecessor task processor* policy for suitable processor selection (that will be elaborated in the next section). The processor with the minimum earliest finish time (EFT) is selected among the three competing processors. While scheduling the tasks for the best available processors, the task 6 has the EFT values for the three processors as \( \{78, 78, 81\} \) respectively. The processor 1 and 2 are the competing processors for the task 6. The previous task 5 has been scheduled on processor 2. The random selection policy specifies that processor 1 or 2 can be selected arbitrarily with equal probability. Now if the processor 1 is selected (random selection policy) for scheduling task 6 then the final schedule length so obtained is 231. However predecessor task processor policy identifies processor 2 as the best available processor with the schedule length 178. This significant improvement in the result is only a small evidence for the overall benefit of selecting appropriate tie breaking policy. The motivation of the present work is to
investigate different tie breaking mechanisms and compare the effect of these approaches on the performance of the HEFT.

**Methodology:** HEFT consists of two major phases, task prioritization and processor selection. In task prioritization phase, the algorithm computes the rank of all the given tasks in non-increasing order based on some criterion. In the processor selection phase the tasks in the sorted order are scheduled on the best available processor, which minimizes the finish time of the ranked task. We have partitioned the problem into two sections and considered different options for competing tasks and processor selection. In task prioritizing phase, we have implemented three policies i.e. random selection (RS) policy, maximum immediate successor/predecessor (MISP) policy and first in order (FIO) policy. In RS, if a tie happens among competing tasks then any of the tasks will be selected for scheduling on adhoc or arbitrary fashion. In MISP, a task with the higher immediate successor or predecessor rank will be selected if the tasks are listed according to upward rank or downward rank respectively. In FIO, the task which is coming first in the original DAG order will be selected for scheduling.

1. Set the computation and communication costs of the tasks and edges, respectively, with the mean value.
2. Compute the upward or downward rank of tasks by using equations (1) & (2).
3. Sort the tasks in a priority queue by non-increasing order of rank values.
4. While ?k is not the exit task do
5. If two or more tasks have the same rank value then
6. mark the tasks as competing tasks.
7. resolve the tie among the competing tasks by some appropriate scheme.
8. re-arrange the priority queue.
9. end if
10. end while
11. Initialize the priority queue with the entry task.
12. While there are unscheduled tasks in the priority queue do
13. Select the highest priority task ?i from the queue
14. for each processor pk in the processor set (pk e Q) do
15. compute the EFT by equation (6)
16. find the minimum EFT processor pk.
17. if two or more processors have the same minimum EFT value then
18. mark the processors as competing processors.
19. resolve the tie among the competing processors by some appropriate policy.
20. end if
21. end for
22. assign the task vi to the selected processor pk.
23. end while

Algorithm 1: Tie breaking pseudo code for HEFT algorithm

Similarly, in the processor selection phase, if a task has the same minimum earliest finish time for two or more processors then three policies will be considered i.e. random selection (RS) policy, predecessor task processor (PTP) policy and first in set (FIS) policy. RS is the same as in the task prioritizing phase. In PTP, the processor on which the previous task is scheduled (if it happens) is selected for the current task scheduling. In FIS, the processor which is coming first in the processor set is selected for scheduling.

In order to investigate the performance of the above mentioned schemes, following comparison metrics were used:
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Average Percentage Degradation (APD): [12, 13] this metric indicates the average degradation in the schedule of a particular scheme as compared to the best schedule so obtained by any of the other schemes.

Number of Best Solutions (NB): The number of times a particular scheme gives the minimum schedule length compared to other schemes.

Number of Best Solutions Equal with Another Scheme (NEB): The number of times a particular scheme produces the minimum schedule length but another scheme also exhibits the same performance.

Worst Percentage Degradation (WPD): The maximum degradation in the schedule length of a particular scheme from the schedule length of the best one.

RESULTS AND DISCUSSION

In order to illustrate the impact of different tie breaking schemes mentioned in section 3, we implemented a simulation of HEFT on randomly generated Directed Acyclic Graphs (DAGs) with parameters described by [4]. In addition to randomly generated task graphs, we also considered task graphs of real-world application problems, Gaussian elimination algorithm. The experimental results are organized into two major test suits.

Test Suit 1: In this test suit, in order to analyze the performance of six schemes we generated random task graphs with two main characteristics: the number of tasks in the graph and number of available processors. We schedule these tasks. These two parameters are chosen because increase in the number of tasks or number of processors can increase the probability of the competing tasks and processors. The communication to computation ratio (CCR) was set to 1.0 and the shape parameter of the graphs (\( \alpha \)) was also taken as 1.0 to generate standard task graphs with equal degree of parallelism [4]. A total of six different sets of experiments were performed (three schemes in task prioritization phase + three schemes in processor selection phase). Granularity of the tasks was varied from 20 to 100 with a step of 20 to generate diverse set of DAGs. Furthermore, number of processors was varied from 4 to 32 \{4, 8, 16, 32\}. All these schemes were implemented separately for upward as well as downward ranks.

The average percentage degradation for each of the above mentioned schemes with randomly generated DAGs is shown in Figure 2 (a, b & c). The suffix ‘\&U’ or ‘\&D’ with the given schemes is the shorthand representation if the ranking is performed upward or downward, respectively. From the figure, random selection policy outperformed all other policies. In (a), RS\&U is better than FIS\&U by 4.4\%, in (b) by 11.9\% and in (c) by 12\%. For downward ranking in task prioritization phase, random selection policy is not always the best one. In (b) & (c) RS\&D is worse than FIS\&D by 5.9\% and 1.3\% respectively.

Table 1 shows the results of three other metrics, NB, NEB and WPD. NB and NEB metrics show that the best single scheme is RS\&U but on the other hand it also exhibit its worst percentage degradation of 68.4\% against the best scheme in the set.

Test Suit 2: The tie breaking schemes were implemented for the Gaussian elimination task graph with matrix size varied from 6 to 14 with a step of 2. The numbers of processors were varied from 4 to 32 \{4, 8, 16, 32\}. All these schemes were implemented separately for upward as well as downward ranks.

The results for APD are given in the Figure 3 (a, b & c) and for three other metrics i.e NB, NEB and WPD are presented in Table 2. As in the ease of random DAGs, predecessor task processor and first in set schemes does not exhibit large variations from the best scheme.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>RS task priority</th>
<th>MISP task priority</th>
<th>FIO task priority</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NB</td>
<td>NEB</td>
<td>WPD</td>
</tr>
<tr>
<td>RS&amp;U</td>
<td>951</td>
<td>6</td>
<td>22.6</td>
</tr>
<tr>
<td>PTP&amp;U</td>
<td>103</td>
<td>799</td>
<td>22.5</td>
</tr>
<tr>
<td>FIS&amp;U</td>
<td>143</td>
<td>891</td>
<td>27.0</td>
</tr>
<tr>
<td>RS&amp;D</td>
<td>990</td>
<td>11</td>
<td>68.4</td>
</tr>
<tr>
<td>PTP&amp;D</td>
<td>15</td>
<td>981</td>
<td>46.7</td>
</tr>
<tr>
<td>FIS&amp;D</td>
<td>9</td>
<td>989</td>
<td>46.6</td>
</tr>
</tbody>
</table>
Table 2: NB, NHE & WPD for Gaussian DAGs

<table>
<thead>
<tr>
<th>Scheme</th>
<th>NB</th>
<th>NHE</th>
<th>WPD</th>
<th>NB</th>
<th>NHE</th>
<th>WPD</th>
<th>NB</th>
<th>NHE</th>
<th>WPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS&amp;EU</td>
<td>993</td>
<td>3</td>
<td>19.5</td>
<td>937</td>
<td>9</td>
<td>27.8</td>
<td>959</td>
<td>5</td>
<td>18.8</td>
</tr>
<tr>
<td>PTP&amp;EU</td>
<td>99</td>
<td>812</td>
<td>21.9</td>
<td>107</td>
<td>812</td>
<td>25.3</td>
<td>122</td>
<td>812</td>
<td>25.3</td>
</tr>
<tr>
<td>FIS&amp;EU</td>
<td>96</td>
<td>799</td>
<td>21.9</td>
<td>128</td>
<td>828</td>
<td>21.8</td>
<td>99</td>
<td>828</td>
<td>21.8</td>
</tr>
<tr>
<td>RS&amp;D</td>
<td>979</td>
<td>4</td>
<td>56.5</td>
<td>979</td>
<td>4</td>
<td>21.5</td>
<td>995</td>
<td>11</td>
<td>68.8</td>
</tr>
<tr>
<td>ETP&amp;D</td>
<td>99</td>
<td>999</td>
<td>67.9</td>
<td>115</td>
<td>745</td>
<td>37.3</td>
<td>13</td>
<td>973</td>
<td>69.7</td>
</tr>
<tr>
<td>FIS&amp;D</td>
<td>12</td>
<td>1000</td>
<td>63.7</td>
<td>148</td>
<td>767</td>
<td>27.3</td>
<td>10</td>
<td>980</td>
<td>68.2</td>
</tr>
</tbody>
</table>

Fig. 2: Random DAGs: 20-100 Tasks, 4-32 Machines, with policies in task prioritization phase as (a) RS (b) MISP (c) FIO

Fig. 3: Gaussian DAGs: 6-14 Matrix, 4-32 Machines, with policies in task prioritization phase as (a) RS (b) MISP (c) FIO

CONCLUSIONS

From the results presented above, it is clear that the performance of HEFT algorithm significantly depends upon various tie breaking schemes implemented in task prioritization as well as processor selection phases. It is also evident from the experimental investigation that the adhoc or random schemes are always not a best choice. The performance of the HEFT algorithm can further be improved using suitable deterministic approaches for tie breaking if so happens. This would increase the cost or complexity of the algorithm, but can profoundly minimize the schedule length of given DAG.
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