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Abstract: This paper offers a general structure of the distributed system for the remote sites as well as the
procedure and principle of their operation; in addition, a comparison is made, identifying the advantages and
disadvantages. The overall test results of the developed system at different loads and different configurations
are shown; the system efficiency dependency on the configuration and load is revealed. It concludes with a
brief description of the advantages of a distributed system as compared to the existing system.
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INTRODUCTION searched, the sampling time of the first and the last site

OLTP (Online Transaction Processing) system [1, 2] remote sites and the hub server [5].
is a real-time transaction processing system. It is a way of In view of the above, a distributed system of parallel
organizing the database in which the system operates processing with multiple remote sites was developed.
with small-sized transactions in a large flow, requiring the Instead of the sequential polling ofremote sites used by
client the minimum system response time. However, the current system, a distributed system performs a
modern OLTP systems do not only work with small parallel  poll  of remote sites and combinesthe results [4]
amounts of data. As part of the databases may well be by means of a coordinating server. Besides solving the
millions and millions of processes. At the same time, the problem of low speed operation at high loads, the new
system requires the same minimum response time, as it distributed system solves the problem of context
does when working with small volumes of data [5-8]. switching if one or more remote sites are unavailable.

Furthermore, many OLTP systems operate with
multiple datastreams often located at a considerable System Architecture and the Operation Features: The
distance from each other [9-23]. When possible, these new system was designed to replace the existing system;
sources are grouped into nodes called "remote sites". all the shortcomings of the existing system were taken

The current system had sequentially worked with into account. In addition, the established system
remote sites. But over time, the amount of data has implements the principle of parallel processing of sites,
increased and the system could not meet the imposed which allows for the independence from the remote sites
requirements. At peak loads, the current system shows availability. The new system, in contrast to the existing
low speed and slow context switching between the remote one, has a system of asynchronous request processing,
sites. Due to the fact the remote sites areconsistently thus expanding the capacity of the system.

vary greatly. This leads to a mismatch of data at the
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The main difference of the new system in terms of
architecture is transfer of the operating logic from the
remote sites into the coordinator’s database [1]. This
allows refusing from the support of any third-party
programs for query processing that use the database as
a repository for information necessary for work.
Coordinator’s database is an analogue of the query-
processing core of the existing system; however, it has a
more complex and efficient structure and operating
principles.

General principle of a single query processing:

Sending a request to the coordinating server [1] and
launching the main procedure;
Obtaining a unique process index;
Searching the necessary remote sites;
Accounting the number of running threads;
temporary tables creation;
Sending allthe necessaryparameters;
Sampling messages by means of the queue
procedures and performing the necessary remote site
procedures; accounting the data obtained into the
temporary tables;
Entry on the completion of each procedure queue in Fig. 1: General structure of the distributed system
the table of flows;
Checking the basic procedure thread table [6] for When you access the coordinating server, the main
compliance  with  the number of registered and procedure is launched, creating a group of messages that
completed threads; are placed in the message queue for processing by means
Combining and withdrawing all the data obtained of a table of nodes. In addition, the basic procedure
from the sites; temporary tables deletion; indicates the process index, calculates the required
Completion of the basic procedure. number of threads and monitors the table of data flows.

General scheme of the distributed system is shown their completion, the basic procedure combines the results
below (Fig. 1): and reports them to the user or an external system.

The central component of the coordinator’s database External monitoring of the queue procedures is necessary
is an asynchronous message queue. It stores the for the correct integration of their performance results.
messages containing the necessary information in the
order received: remote site used for the sampling, Advantages:
selection criteria, a name for the temporary table, the
process index. The queue is processed by a certain Asynchronous handling of requests;
number of queue procedures, which sample and analyze Independence from the remote sites availability;
the stored messages and perform all the necessary work Parallel operation with remote sites within a single
with the specified remote server. The increase in query;
concurrent queue procedures leads to the increase in System scalability[6].
system availability, while the response time of the system
is reduced; however, the amount of resources consumed Disadvantages:
increases. Independent execution of a sufficient number
of queue procedures allows for a complete independence The complexity of implementing:
of processes from each other [4]. Increased consumption of the system resources.

Once all the necessary queue procedures have reported
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The new system takes into account the errors of the amount less than the number of running queue
current system, so that the new system has excellent procedures per 5 and 10 "easy" queries;
scalability. In fact, the scalability of a distributed system System resource consumption monitoring.
is only limited by the available hardware used for the Identifying the CPU resources, memory, I / O disk
system operation. In the future, this will be confirmed by and network resource consumption at the returned
tests. data volume of 100, 800,000 from each required

System Load Testing: This test is conducted in order to procedures in the amount of 10 and 20, with the
check whether the system meets the demands placed number of concurrent queries equaling 5, 10 and 20;
upon it and how well it does [6]. In addition, we would like
to reveal the dependence of the load degree to the system Testing a large number of "easy queries":
and its capacity. We test the system at different Queries that return an empty set – 17%;
bandwidth settings to assess its scaling ability. Such Queries that return 1 row– 15%;
terms as "easy" and "hard" queries are used in testing. Queries that return 5 rows – 15%;

"Easy" queryis a querythat requires fetching data Queries that return 10 rows – 10%;
from each node, with the single sampling from one node Queries that return 10 rows – 10%;
not exceeding 1000 data rows. Percentage of suchqueries Queries that return 1000 rows – 33%.
in the existing system makes >80%.

"Hard" query is a query, which requires selecting a Results of the test are shown in Fig. 2.
sample from each node, whereas a single sampling node As seen in Fig. 2, due to parallel processing of
may exceed the value of 500,000 data rows. several remote sites, the sampling from sites with up to

Requirements for the tested system: system. However, ifthisvalueisexceeded, the

Runtime not exceeding the expected; that such data volume cannot be transmitted over the
Parallel asynchronous operation of multiple network in a smaller amount of time. In addition, the
processes of the incoming queries. amount of data storage on the coordinating server

Applicable methods for testing the established such volumes of data. All this gives rise to the system
system: response time.

Implementation and collection of statistics on the volume exceeds 400,000, are automated and serve for the
performance of a single query with a different size of internal purposes of other systems using the established
data. Request to sample from 100 to 800,000 rows of system as a data stream. Long-term performance of these
data from each required remote site; automated processes does not affect the response of the
Implementation of parallel execution of the multiple user queries through their independent asynchronous
processes with a subsequent analysis of statistics. processing, provided there is a due reserve of bandwidth.
Simultaneous execution of 3 to 20 queries that return As seen in Fig. 3, as the number of queue procedures
400,000 rows of data from each required remote increases and so does the system resources consumption,
site.Subsequent change in the number of concurrent we get a graph smoother by the number of requests. This
queue procedures from 10 to 20 and a retest for is due to the fact that at the lack of queue procedures,
assessing the scaling ability of the system; queries are queued for processing. This prevents you
Simultaneous launch of "hard" and "easy" queries from losing data, but has a negative impact on the system
and collection of the run-time statistics. The capacity.
simultaneous launch of "hard" queries in the Fig. 4 below shows that at the shortage of queue
quantity equal to the number of running queue procedures, i.e. at the lack of system resources, the
procedures and 10 "easy queries", to identify the execution time of "easy" queries increases dramatically
dependence of the "easy" queries performance on when the number of "hard" queries exceeds or is equal to
the number of "hard" queries in the system. the queue procedures. This is due to the above-described
Thesimultaneouslaunchof "hard" queries in an process of forming a queue [1].

remote server at the simultaneous run of queue

200,000 rows of data does not affect the response of the

reisasharpspikein the responsetime.This is due to the fact

increases, just as does the processing and integration of

It should be noted that queries whose return data
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Fig. 2: Runtime dependence on the amount of data returned

Fig. 3: Runtime dependence on the number of simultaneous queries with a different number of queue procedures
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Fig. 4: Dependence of the "easy" queries runtime on the number of "hard" queries (the number of queue procedures
is 10)

Fig. 5: "Easy" queriestest results



Middle-East J. Sci. Res., 20 (12): 2184-2193, 2014

2189

Table 1: "Easy" queriestest matrix

Number Empty 1 5 10 100 1000

20 3.4 3 3 2 2 6.6

50 8.5 7.5 7.5 5 5 16.5

100 17 15 15 10 10 33

250 42.5 37.5 37.5 25 25 82.5

500 85 75 75 50 50 165

1000 170 150 150 100 100 330

Table 1 shows the distribution of particular "easy"
queries in respect to the amount of all easy queries in the
system. For example, if the total number of simultaneous
"easy" queries is 500, there will be 75 queries returning 5
rows of data from a single node.

As can be seen from Fig. 5, the established system
copes well with the processing of a large number of
simultaneous "easy" queries.

Stability Testing: This test was conducted to ascertain
the system stability under the different external
conditions, such as when one or more required nodes [6]
are unavailable. In addition, testing of the remote sites
unavailability audit system was conducted, revealing the
reasons for their unavailability.

Requirements for the tested system:

Operation at the unavailability of one or more
required nodes;
Operation in case of errors or blocking on one or
more nodes;
Error notification.

Applicable methods for testing the established system:

Running a query when one or more nodes are out of
reach. Running a query on the two nodes and
analyzing its work when one or both required remote
sites are unavailable;
Query  execution  and  its  intentional  blocking of
one  or  more  nodes.   Running   a   query   on  the
two nodes  and the analysis of work in the temporal
or constant blocking of one or two critical remote
sites;
Process errors auditing. Verification of errors
reporting in the system errors audit table and their
compliance with the real errors observed in the
previous test.

The test results:

At one of the nodes being unavailable, the system
has produced a parallel sampling from the remaining
available nodes; upon expiration of connection to the
unavailable node, the unhindered delivery of the
results has been performed.
At the unavailability of both nodes, upon expiration
of connection to the both servers,the system has
issued a blank sampling, as it had failed to get any
data.
Atoneblocked node, the system has been sampling
other nodes; it then waited until the blocking expired;
when the blocking ceased, sampling from the node
was conducted and complete data was issuedat the
coordinator’s database.
Whenbothnodeswereblocked, the system waited
until the blocking of one of the nodes ceased and
performed sampling from that node. When both
nodes were unblocked, complete data was issuedin
the coordinator’s database.

If any of the above problems arises, the system will
correctly record the information into the audit table
specifying the date and cause of the contingency.

As seen from the above information, the system does
not lose efficiency if one or more nodes are unavailable.
This is because the queue procedures are not connected
with each other and the node inaccessibility affects only
the queue procedures that work directly with the
inaccessible remote node.

Furthermore, if at least one remote node is available
for sampling, i.e. for example, there are 12 nodes and only
one is available, then the sampling can be freely
performed.

Stress Testing: This test was carried out in order to
verify that the partial or full operation of a distributed
system in excess of the maximum allowable load [7, 8] is
preserved. In addition, the ccorrelation between the
excess load on the system and the response time of the
created system is determined.

Requirements for the tested system:

Preservation of complete or partial efficiency at the
excess of the expected load.
Applicable methods for testing the established

system:
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Fig. 6: Dependence of the runtime on the amount of data returned

Fig. 7: Dependence of the runtime and the number of simultaneous queries with different amount of queue procedures

Implementation and collection of statistics on Simultaneous execution of 20 to 30 queries that return
execution of a single query with a data size greater 400,000 rows of data from each required remote site.
than  expected.  Query  for  sampling   from  800,000 The subsequent change in the number of
to 1,600,000 rows of data from each required remote simultaneous queue procedures from 10 to 5 and a
site; retest.
Implementation of the parallel running of processes,
the amount of which exceeds the expected. The test results are shown in Fig. 6 and 7 below.
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Fig. 8: Runtime dependence on the amount of data returned on different systems

As  seen in Fig. 6, at the exceeded load on the Applicable methods of system testing:
system, during the attempts to fetch up to 3.2 million
rows of data in a single query to a node, the system Comparison of the existing and the new system using
remains  fully  operational, but the response time various data by sequentially executing queries on the
increases dramatically. This is due to the problems of two systems.
transmitting a large amount of information from the remote
sites via the network. Furthermore, a sufficiently large Test results are shown in Fig. 8.
amount of time is spent on the arrangement of the Byanalyzing Fig. 8, we can say that then
resulting data [3]. ewsystemisfarsuperiorthan the existing system in all

As can be seen from Fig. 7, the system does not lose respects. The slight superiority of the existing system’s
efficiency at the exceeded maximum load, at the critical response time on the interval to 200,000 rows of data is
shortage of the system capacity. In that case, queries form due to the small number of remote sites; this test used two
a queue; it leads to the increase in response time, but nodes, including the cost of processing the parallel
does not affect the overall performance of the system. It processing on the remote sites. With an increase in the
should be noted that in this case the system response required remote sites, this superiority is completely
time increases mainly for "hard" queries. leveled.

Comparative Testing of the Two Systems: This test was CONCLUSION
conducted to determine the amount of increased
productivity when implementing a distributed system, Regarding the test results, it is safe to say that the
compared to the existing system. The test results will new system results exceed the results of the existing
allow determining whether the created system is far system by 30-35% under all types of load on the system.
superior to the existing one and whether its Implementation of this system into the production
implementation is worththe cost and time invested in its will allow to eliminate the consequences of the existing
development. system shortcomings, as well as to increase the overall

Requirements for testing: data, but also of all systems that depend on it. Sufficient

Testing to be conducted under the same conditions operation, even with an increase in the average volume of
and on the same amount of data. data increase per month.

efficiency of not only the system that provides access to

system scalability is the key to its long and smooth
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both functional and useful for further work on the high-dimensional data streams with online mixture of
introduction of the advanced information technology in probabilistic PCA. Advances in Data Analysis and
the OLTP system. Classification September 2013, DOI: 10.1007/s11634-
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