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Abstract: In 2007-2008, there are huge recession occur in employment rate. It is corresponding to a global
economic crisis on that had a huge effect on the number of employment people around the world. According
to International Labour Organization (ILO), the number of person who has loss their job increased from 178
million in 2007 to 197 million in 2012, with a peak of 212 million reached in 2009. In our study, we are interested
to use logistic regression analysis to determine the factors which are considered to be a significant contributor
to the employment. The logistic regression model was used to build models for nine independent variables
which are urban population, inflation rate, literacy rates, health expenditure, spending on education, labour
participation rate, agriculture expenditure, health index and human development index.
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INTRODUCTION

According to Department of Statistics Malaysia [1],
employed workers refer to the people who at any time From the above formulation, it is clear that
during the reference week worked at least one hour for employment rate is a continuous variable with
pay, profit or family gain (as an employer, employee, own measurement scale of ratio. In this study, we build an
account worker or unpaid family worker). People who do ordinal logistic regression in order to know factors that
not work because of illness, injury, disability, bad have relationship with employment rate. Ordinal logistic
weather, leave, labour dispute and social or religious regression is used when response categories are ordered
reason but had a job, farm or other family enterprise to in which the logit can utilize the ordering. Ordinal logistic
return are considered as employed. The people who are regression models have been applied over the last few
temporary lay-off with pay that would definitely be called years for analyzing data, the response or outcome of
back to work also included as employed. which is presented in ordered categories. Abreu et al. [3]

Whereas, employment rate is a measurement of the mentioned that ordered information in score-form has
proportion of the working age population (age 15 and been increasingly used in epidemiological studies, such
above) that is employed [1]. These also include the people as quality of life in interval scales, health condition
who have stopped looking for job. Employment rate is an indicators and even for indicating the seriousness of
important indicator of the state of the wider economy. illnesses. Depending on the study’s purpose, these
According to [2], employment rate can be calculated as models also allow the odds ratio (OR) statistic or the
the following equation: probability of the occurrence of an event to be calculated.
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Some Logistic Regression Models in Applied Sciences: benefits. Well-tuned binary classification approaches can
Logistic regression applies maximum likelihood estimation be readily transformed into good ordinal regression
after transforming the dependent variable into a logit algorithms, which save immense efforts in design and
function (the natural log of the odds of the dependent implementation.
variable occurring or not). Logistic regression estimates An ordinal regression problem was converted into
the probability of a certain event occurring. The goal of nested binary classification problems that encode the
logistic regression is to correctly predict the category of ordering of the original ranks [9] and then the results of
outcome for individual cases using the most appropriate standard binary classifiers can be organized for
model. A model is created that includes all predictor prediction. Shashua [10] generalized the formulation of
variables that are useful in predicting the response support vector machines to ordinal regression and the
variable. Logistic regression then will test the fit of the numerical results they presented showed a significant
model after each coefficient is added or deleted. improvement on the performance. Next, new generalization

There are a lot of research have been conducted on bounds for ordinal regression can be easily derived from
logistic regression  models.  Bakar  et  al.  [4]  examines known bounds for binary classification, which saves
the labour force participation of women  in  Malaysia. tremendous efforts in theoretical analysis [11].
They used logistic regression with probit link function to Currently, there are several approaches in logistic
model the data. The variables used in their study are regression to deal with ordinal response, namely
hourly cost of child care, age, years of education, working proportional odds model (POM), partial proportional odds
experience, husband income, number of children and model-without restrictions (PPOM-UR) and with
dummy variable that sow marital status, urban or rural restrictions (PPOM-R), continuous ratio model (CRM) and
areas, health and place of birth. stereotype model (SM). The most common approach,

In a study, [5] discussed that discriminant analysis which will be used in this article, is the proportional odds
and logistic regression were both suitable ways to model model [12].
the outcome of binary dependent variable. In his research Having n observations with ordinal response
he found that logistic regression was preferable since it variable, Y, an ordinal logistic regression model relates the
was more capable of handling several dummy variables probability of an event occurs to predictor variables x' =
simultaneously and did not assume normality. Meanwhile, (x , x ,....,x ) can be written as cumulative logits which is
[6] studied long term electric consumption forecasting defined as follows:
model. Different regression models were developed, using
historical electricity consumption, gross domestic product
(GDP), gross domestic product per capita and population.
Subramaniam et al. [7] has examined the Malaysian
women’s labour force participation. She used the
correlation and multiple correlation analysis  to  analyze
the data. The data was taken from field survey among 319
female  employees  in  selected services organizations. In that model, each logit has its own  which is called
The socio economic factor selected for this analysis are as the threshold value and their values do not depend on
age, marital status, highest education achieved, the values of the independent variable for a particular
occupation level, ethnicity, place of birth, personal case. Also, each cumulative logit uses all J response
income, average family expenditure and family categories. The cumulative logit has its own intercept, but
responsibilities. the model has the same effects  for each logit. According

Ordinal Logistic Regression Model: There has been and satisfies the following expression:
some work on ranking relations, which in the literature is
often referred to as ordinal regression [8]. Since binary
classification is much more studied than ordinal
regression, a general framework to systematically reduce
the latter to the former can introduce two immediate

1 2 k

j

[8], the expression is called as a proportional odds model
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To fit the logistic regression model, we must estimate
the , the unknown parameters. The general method to
estimates unknown parameters is  maximum  likelihood.
The method of maximum likelihood yields values for the
unknown parameters which maximize the probability of
obtaining the observed set of data. In order to apply this
method we must first construct a function, called the
likelihood function. This function expresses the
probability of the observed data as a function of the
unknown parameters.

After fitting the logistic model to a set of data, it is
reasonable to determine how well the fitted values under
the model compare with the observed values. In logistic
regression, there are various possible measures to
compare the  overall  differencebetween  the  observed
and fitted values.Two of the most commonly used
goodness of fit measures are the Deviance D and
Pearson's chi-squared, x  goodness of fit test statistics.2

In logistic regression, comparison of observed to
predicted values is based on the log likelihood function.
The comparison between observed and predicted values
using the likelihood function is based on the following
expression:

This expression is called the likelihood ratio. A
saturated model is one that contains as many parameters
as there are data points. Hosmer and Lemeshow [13]
explained that minus twice its log is necessary to obtain
a quantity whose distribution is known and can therefore
be used for hypothesis testing purposes. Such a test is
called likelihood ratio test. The expression for this test is:

where
The statistic, D, in this expression is called the

deviance and plays an important role in some approaches
to assess goodness-of-fit. For the purpose of assessing
the significance of an independent variable, we compare
the value of D with and without the predictor variable in
the equation. The change in D due to the inclusion of the
independent variable in the model is obtained as:

Table 1: Variables in the Employment Rate Data.

Variable Description

x Urban population (% of total)1

x Inflation, GDP deflator (annual%)2

x Literacy rates, adult total (%)3

x Health expenditure, total (% of GDP)4

x Spending of education, total (% of GDP)5

x Labour participation rate, total (%)6

x Agriculture, value added (% of GDP)7

x Health index8

x Human development index9

MATERIALS AND METHODS

Data: We use employment data of year 2010 from 169
countries around the world to determine whether
employment rate allocated based on predictor variables.
This employment data is obtained from the 2013 World
Bank Data, [14]. The data consist of several
predictorssuch as urban population, health expenditure,
education spending, labour participation rate, agriculture
expenditure, inflation rate and literacy rates. Other
variables such as health index and human development
index are obtained from [15]. The original response
variable for this study is employment rate. Detail of
variables  in  the employment rate data is available in
Table 1.

Methodology: In ordinal logistic regression, we need to
have ordinal-scaled response variable. But, since the
original response variable is employment rate which has
ratio scale of measurement, we need to follow the
following steps to conduct the data analysis:

Step 1: Convert the employment rate into four-scaled
ordinal variable. This step will be done by building the
original employment rate variable become four categories
of employment rank, namely very low (employment rate
below 25%), low (employment rate between 25% until
50%), medium (employment rate between 50% until 75%)
and high (employment rate up from 75%  until  100%).
After  the  conversion,  the values and their
corresponding categories are very low employment (0),
low employment (1), medium employment (2) and high
employment rate (3).
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Step 2: Fit the data with the ordinal logistic regression
after converted the values of employment rate into ordinal
scale. The value of ordinal logistic regression parameters
will be obtained by using maximum likelihood method.

RESULTS AND DISCUSSION

Modelling the Employment Rate’s Data: Table 2 shows an
ordinal  logistic  regression  analysis  between
employment category and corresponding predictor
variables. The response variables is employment rank
(category) which values are 0 (very low employment), 1
(low employment), 2 (medium employment) and 3 (high
employment). From the result we can see that no countries
have very low employment rank. In the analysis, we define
the event of reference is 3. We can observe that total
observations in this study are 137 countries and among
them 32 countries are incomplete observations. There are
26, 95 and 16 countries have employment rate of category
0, 1, 2 and 3, respectively.

The above full model has log-likelihood, G statistics
and p value of -23.262, 178.171 and 0.000, respectively
which mean that at least one of the explanatory variables
has significant influence on the probability of having very
low, low, medium, or high employment rank.

In order to determine which variables have significant
contribution into the model, we refer to the last column of
Table 2, the p-value correspond to each predictor. At the
0.1 level of significant, we can conclude that, inflation
rate, literacy rate, labour participation rate, agriculture
expenditure and health index are significant predictors on
employment rank.

The value of log-likelihood for the full model is -
23.262 and its G statistics is 178.171 at degree of freedom
of 9. P-value for the likelihood ratio test is 0.000 which
highly significant at alpha level 0.1. We can conclude that
there is at least one independent variable significantly
contributes  equal  to  zero  to  the  employment rank.
Since our objective is to obtain the best fitting model, the
next step is to fit a reduced model containing only those
variables that are significant. Result after selecting the
important variables from the full model is displayed in
Table 3. From the table we can see that all predictor
variables have p-value less than 0.1.

The employment rank data has 3 different values in
the response variable which are 1, 2 and 3. By having 3
values, we can construct 2 logistic regression equations.
Referring to Table 3, first logistic regression equation can
be is formed using the coefficient of constant, which is
57.29 and coefficients of x ,x ,x ,x , and x ,. The first fitted2 3 6 7 8

logistic regression equation is written as follows:

Table 2: Full Model of Ordinal Logistic Regression of the Employment
Rate Data

Predictor Coefficient SE Coefficient Z p Odds Ratio
Const(1) 56.172 12.590 4.46 0.000
Const(2) 74.625 16.262 4.59 0.000
x 0.034 0.032 1.09 0.277 1.031

x -0.126 0.056 -2.25 0.024 0.882

x 0.076 0.045 1.70 0.090 1.083

x 0.232 0.186 1.24 0.213 1.264

x -0.038 0.203 -0.19 0.852 0.965

x -0.810 0.177 -4.57 0.000 0.446

x -0.115 0.057 -2.02 0.043 0.897

x -14.177 7.134 -1.99 0.047 0.008

x -10.576 10.082 -1.05 0.294 0.009

(1)

This logistic equation produces the probability that
the employment rank is low for inflation, literacy rate,
labour participation, agriculture expenditure and health
index. From the Equation (1) we can see the coefficient
value for literacy rates, x  is positive which is -0.059 rather3

than other variables that have negative values. It means
that literacy rates have positive contribution to the
employment rank.

Meanwhile, according Table 3, the second logistic
regression equation is formed using the coefficient of
constant, which is 75.8, x ,x ,x ,x  and x . The ordinal2 3 6 7 8

logistic equation which is obtained by those coefficients
will produce the probability that the employment is low or
medium for inflation, literacy rate, labour participation,
agriculture expenditure and health index. The fitted ordinal
logistic regression model is written as Equation (2) which
shows that no changes for the coefficient value for
literacy rates, x ,.3

(2)

The other result to discuss in this research related to
logistic regression is odd ratio. From the Table 3, the odd
ratio of x  is 0.89. Its means a country which has one unit2

higher of inflation rate, the chance of the low or medium
employment rank is reduced by a multiple of 0.89. Last two
columns of Table 3 show confidence intervals for the odd
ratios of the model. The confident interval of the odds
ratio  provides  the  range   in   which   the   odds   ratio  is
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Fig. 1: Other Statistics for Reduced Model of the Employment Rate Data

Table 3: Final Reduced Model of Ordinal Logistic Regression of the Employment Rate Data
95% Confident Intervals for Odd Ratio
-----------------------------------------------

Predictor Coefficient SE Coefficient Z p Odds Ratio Lower Upper
Const(1) 57.294 12.381 4.63 0.000
Const(2) 75.807 16.103 4.71 0.000
x -0.122 0.049 -2.51 0.012 0.89 0.81 0.972

x 0.059 0.035 1.69 0.090 1.06 0.99 1.143

x -0.812 0.172 -4.73 0.000 0.44 0.32 0.626

x -0.102 0.048 -2.12 0.034 0.90 0.82 0.997

x -18.869 5.347 -3.53 0.000 0.00 0 08

expected to fall. For the x , we have 95% confidence that the pairs were discordant. Thus, there is a better chance2

the odds ratio will be between 0.8 and 0.97. Notice the for a pair to be concordant than discordant, which
95% confidence interval for the odd ratio does include 1 indicates that the predictive ability of the model is good.
which means that countries which have different values
of inflation rate tend to have different employment rank. CONCLUSION

Meanwhile, the odd ratio for x  is  0.44  which6

indicates that for every one unit increase in labour In this study, nine predictor variables were used to
participation, the chance of a country which has low or analyse the data using ordinal logistic regression model
medium employment rank is reduced by a multiple of 0.44. which are urban population, inflation rate, literacy rate,
The 95% confident interval for odds ratio of the variable health expenditure, spending on education, labour
x  lies between 0.32 and 0.62. The 95% confidence interval participation rate, agriculture expenditure, health index6

does include one, so we cannot conclude there is an and human development index. We estimated the
association between employment value and labour parameter and test the significant of the model. We tested
participation on the odds ratio scale. Other odd ratios can the full model which all predicted variables are tested
be referred to the Table 3. using the same model. As a conclusion, we obtain that the

Test statistic for null hypothesis that all slopes are inflation rate, literacy rate, labour participation rate,
zero also shown in a Minitab output which is displayed in agriculture expenditure and health index are having
Figure 1. We can see that the log-likelihood for this model significant contribution to employment rate. This finding
is -25.538 whereas G statistic of 189.172 at 5 degree of does not contradict to the previous study which was
freedom. P value for this test statistics is 0.000, which conducted by [16].
indicates that there is sufficient evidence that coefficient
is different from zero at 0.1 significant value. REFERENCES
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