Prediction of Code Fault Using Naive Bayes and SVM Classifiers
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Abstract: Machine learning classifiers have emerged as a way to predict the existence of fault in the software code. The classifier is first trained on software history data and then used to predict fault. The proposed system overcomes the problem of potential insufficiency in accuracy for practical use and use of a large number of features. These large numbers of features adversely impact the accuracy of the approach. This paper proposes a feature selection technique applicable to classification-based fault prediction. This technique is applied to predict faults in software codes and performance of Naive Bayes and Support Vector Machine (SVM) classifiers is characterized. The F-Measure metric is used to compute the accuracy of the fault prediction.
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INTRODUCTION

The introduction of software testing processes to identify software faults in a timely manner is crucial since corrective maintenance costs increase exponentially if faults are detected later in the software development life cycle [1]. e.g. the waterfall approach, a phased and iterative development methodology, specifies the implementation of a separate testing phase [2] 1. The first work on the topic of software testing dates from [3, 4] and since the pioneering work of Good enough, numerous books and papers have been published on this topic. Software testing expenses can amount up to 60% of the overall development budget [5] and several approaches to support these efforts have been proposed.

A key finding to software testing is the fact that faults tend to cluster; i.e. to be contained in a limited number of software modules [6]. This motivates the use of software fault prediction models which provide an upfront indication whether code is likely to contain faults; i.e. is fault prone. A timely identification of this fault prone code will allow for a more efficient allocation of testing resources and an improved overall software quality. To construct such a prediction model which discriminates between fault prone code segments and those presumed to be fault free, the use of static code features characterizing code segments has been advocated [7, 8]. Static code features which can be automatically collected from software source code have proven to be useful and are widely used in academic research as well as in industry settings [9, 10].

A myriad of different approaches to assist in the fault prediction task has previously been proposed, including expert driven methods, statistical models and machine learning techniques [11]. In spite of the use of various advanced techniques including association rule mining [11, 12], support vector machines [12], neural networks [13], genetic programming [14] and swarm intelligence [15], it is recognized that their gain compared to simple techniques such as Naive Bayes is limited [9]. The use of Naive Bayes to model the presence of software faults is also advocated by other researchers citing predictive performance and comprehensibility as its major strengths [16-18]. Underlying to Naive Bayes is the assumption of conditional independency between attributes.

The rest of the paper is structured as follows. In the next part, our work is positioned against the software fault prediction literature.

Related Work: Software failure is being studied from various viewpoints; for instance, stochastic models to estimate the post-deployment software reliability, expressed e.g. in terms of the probability of failure each time a software component is executed, is a topic which has attracted considerable attention [3]. Early identification of faults is software fault prediction which
investigates the characteristics of individual code segments to identify those segments that are fault prone [20] or to predict the number of faults in each segment [19].

In the first, software fault prediction is regarded as a classification problem while the latter approach considers it to be a regression problem. Note that in this study, an emphasis is put on the classification point of view. To this purpose, a large number of software code characteristics (also referred to as 'static code features') have been introduced to the domain of software fault [20].

Evidence hereon can be found in the publicly available software fault prediction data; e.g. all projects in the NASA MDP repository contain these metrics at the level of software modules and several data sets from other sources also include these metrics [21-23, 27]. By contrast, using static code based classification techniques, noticeably better detection rates have been recorded. For instance, Menzies et al. reported an average detection rate of 19% [20].

Easy to Use: In addition to static code features characterizing each code segment, labels indicating whether faults were found are needed to construct software fault prediction models. This often requires a matching between data contained in a bug database such as Bugzilla and the mined source code. Various text mining techniques exist to facilitate this matching effort [11].

Widely Used: Static code features have been extensively investigated by researchers [3, 4] and their use in industry has been long reckoned, e.g. [24].

It is argued that some large government software contractors will not review code segments unless they are flagged as fault prone [20]. Moreover, the ability to collect data concerning the software development process is also a requirement when trying to achieve Capability Maturity Model Integration (CMMI) level 2 appraisal.

Researchers have adopted a myriad of different techniques to construct software fault prediction models. These include various statistical techniques such as logistic regression and Naive Bayes which explicitly construct an underlying probability model. Furthermore, different machine learning techniques such as decision trees, models based on the notion.

In perceptrons, support vector machines and techniques that do not explicitly construct a prediction model but instead look at aset of most similar known cases have also been investigated.
the naive Bayes classifier is that it only requires a small amount of training data to estimate the parameters (means and variances of the variables) necessary for classification. Because independent variables are assumed, only the variances of the variables for each class need to be determined and not the entire covariance matrix.

**The Naive Bayes Probabilistic Model:** Abstractly, the probability model for a classifier is a conditional model P(C|f₁,...,fₙ) over a dependent class variable with a small number of outcomes or classes, conditional on several feature variables f₁ through Fₙ.

**Support Vector Machine:** Support Vector Machines (SVM's) are a relatively new learning method used for binary classification. The basic idea is to find a hyperplane which separates the d-dimensional data perfectly into its two classes. However, since example data is often not linearly separable, SVM's introduce the notion of a kernel induced feature space" which casts the data into a higher dimensional space where the data is separable [36]. Typically, casting into such a space would cause problems computationally and with overfitting. The key insight used in SVM's is that the higher-dimensional space doesn't need to be dealt with directly (as it turns out, only the formula for the dot-product in that space is needed), which eliminates the above concerns. Furthermore, the VC-dimension (a measure of a system's likelihood to perform well on unseen data) of SVM's can be explicitly calculated, unlike other learning methods like neural networks, for which there is no measure. Overall, SVM's are intuitive, theoretically well-founded and have shown to be practically successful. SVM's have also been extended to solve regression tasks (where the system is trained to output a numerical value, rather than "yes/no" classification) finding the optimal curve to the data is difficult and it would be a shame not to use the method of finding the optimal hyperplane. there is a way to preprocess" the data in such a way that the problem is transformed into one of finding a simple hyperplane. To do this, we define a mapping z = φ(x) that transforms the d dimensional input vector x into a (usually higher) d' dimensional vector z. We hope to choose a φ() so that the new training data

\{φ(xi); yi\} is separable by a hyperplane.

**Proposed System**

**Feature Extraction:** The data considered in this study stems from two independent sources; i.e. from the NASA IV&V facility and the open source Eclipse Foundation. Both data sources are in the public domain, enabling researchers to validate our findings. Note that the set of static code features is not homogenous, including McCabe complexity, Halstead, object oriented (OO) and lines of code (LOC) metrics, depending on the origin of the data set. It should be noted that static code features are known to be correlated; previous work examining the different static code features e.g. indicated that these could be grouped into four categories [29]. A first category related to metrics derived from flowgraphs (i.e. McCabe metrics) while a second category contained metrics related to the size and item count of a program. The two other categories represented different types of Halstead metrics. This again motivates the use of a feature selection procedure.

**Nasa MDP:** The NASA data sets can be freely obtained directly from the NASA MDP (Metrics Data Program) repository which is hosted at the NASA IV&V facility website or from the Promise repository. Recently, it was pointed out that differences exist between the data from both sources. In this study, eight data sets taken from the NASA MDP repository have been preprocessed. Table IV provides an overview of all available features for each of
the NASA data sets included in this study and indicates how they relate to each other. The set of available static code features include LOC, Halstead and McCabe complexity metrics. The first is arguably one of the widest used proxies for software complexity in fault prediction studies and has been used as an approximation of software size since the late sixties [35]. As LOC counts have been recognized to be dependent on the selected programming language, a number of alternative measures were introduced in the 18s to quantify software complexity. Two such sets of metrics are McCabe complexity metrics and Halstead software science metrics. The first maps a program or module to a flowchart where each node corresponds to a block of code where the flow is sequential and the arcs correspond to branches in the program. Software complexity is then related to the number of linearly independent paths through a program. Halstead metrics take a different perspective by considering a program or module as a sequence of tokens, i.e. a sequence of operators and operands. Based on the counts of these tokens, a number of derivative measures have been defined which are sometimes referred to as ‘software science’ metrics [30].

Data Preprocessing: A first important step in each data mining exercise is preprocessing the data. In order to correctly assess the techniques discussed in Section III, the same preprocessing steps are applied to each of the relevant data sets. Each observation (software module or file) in the data sets consists of a unique ID, several static code features and an error count. First, the data used to learn and validate the models are selected and thus, the ID as well as attributes exhibiting zero variance are discarded. Moreover, observations with a total line count of zero are deemed logically incorrect and are removed. In case of the NASA data sets, the error density is also removed. The error count is discretized into a Boolean value where 0 indicates that no errors were recorded for this software module or file and 1 otherwise, in line. As some of the Bayesian learners are unable to cope with continuous features, a discretized version of each data set was constructed using the algorithm of Fayyad and Irani [31]. This supervised discretization algorithm uses entropy to select subintervals that are as pure as possible with respect to the target attribute. Most techniques use the discretized data sets; if a technique employs the continuous data instead, it is labeled accordingly.

Our source file is given as the input to the parser for computing the metrics. Initially, the source code of the user is been checked for the lexical phase. Static code features such as McCabe and Halstead metrics are been mined from the source code using automated methods. After the mining process is been finished, the resultant file is been saved in an attribute relationship file format. This is been read as the test set file for each source code.

Fault Measure Validation: In pattern recognition and information retrieval, precision is the fraction of retrieved instances that are relevant, while recall is the fraction of relevant instances that are retrieved. Both precision and recall [32] are therefore based on an understanding and measure of relevance. Suppose a program for recognizing dogs in scenes identifies 7 dogs in a scene containing 9 dogs and some cats. If 4 of the identifications are correct, but 3 are actually cats, the program’s precision is 4/7 while its recall is 4/9.

\[
\text{Precision} = \frac{\text{participants found and correct}}{\text{participants found}}
\]

\[
\text{recall} = \frac{\text{participants found and correct}}{\text{participants correct}}
\]

In statistics, the F₁ score (also F-score or F-measure) is a measure of a test's accuracy. It considers both the precision $p$ and the recall $r$ of the test to compute the score: $p$ is the number of correct results divided by the number of all returned results and $r$ is the number of correct results divided by the number of results that should have been returned.

\[
F_1 = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}
\]

The F₁ score can be interpreted as a weighted average of the precision and recall, where an F₁ score reaches its best score at 1 and worst score at 0.

CONCLUSION

Time and cost effective software development are decisive for today’s developers and since the pioneering work from the 18s, several avenues to tackle problems related here to have been investigated. Software fault prediction can be regarded as one piece of the solution to these issues. Fault prediction techniques should not be
judged on the predictive performance alone, but that other aspects such as computational efficiency, ease of use and especially comprehensibility should also be paid attention [33].

Considering comprehensible models only, the NaiveBayes classifier, which can be turned into a linear model is also a valid alternative, despite its simple network structure.

Depending on the development context and the associated costs of misclassifying a (non) faulty instance, other more opaque models are found to be more discriminative. Our findings support earlier results indicating the random forest learner to be most appropriate to model the presence of faults if the cost of not detecting faults outweighs the additional testing effort. The question how other techniques such as genetic programming or neural networks perform under these circumstances remains to be explored. Recently, several researchers turned their attention to another topic of interest; i.e. the inclusion of information other than static code features into fault prediction models such as information on inter module relations [26] and requirement metrics [34-37-41]. The relation to the more commonly used static code features remains however unclear. Using e.g. Bayesian network learners, important insights into these different information sources could be gained which is left as a topic for future research.
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