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Abstract: Unlike Gaussian noise, Rician noise filtering is more challenging, since this type of noise exists in Functional Magnetic Resonance Imaging (fMRI) data which makes the analysis of fMRI data very difficult for experimental and clinical purposes. To cope with the situation, normally (smoothing) de-noising is done before the analysis of the data using conventional methods like Gaussian filtering as done in Statistical Parametric Mapping (SPM). However results of conventional filtering are not satisfactory. In this work a specially designed filter for fMRI data de-noising is presented. Weights of this filter are calculated by taking the difference of spatial neighboring pixels in each direction of a predefined window. The proposed filter outperforms when applied to synthetic and actual fMRI data. Results of the proposed and state of the art filters are compared using correlation, PSNR and Mean Square Error (MSE). Furthermore, proposed filter can be used not only for fMRI de-noising but also on other problems where Rician noise exists.
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INTRODUCTION

The most well known and latest technique for detecting the functionality of brain is Functional Magnetic Resonance Imaging [1]. It is a non-invasive technique in which Blood-Oxygen-Level-Dependent (BOLD) signal is acquired by the fMRI scanner during physical or mental activity [2]. For observing BOLD signal changes, a number of images are acquired, which are then analyzed and the result is expressed on functional activation map of the brain [1]. Changes in BOLD signal due to activity are very low, thus fMRI data suffers from a very low SNR [3]. Therefore, fMRI data need to be preprocessed (de-noised) before classification. Furthermore, MR data is corrupted by Rician noise [4], which is the most difficult noise from filtering point of view.

Nuclear Magnetic Resonance (NMR) signal is measured using a quadrature detector consisting of real and imaginary parts. Noise in each signal component is assumed to be Gaussian distributed with equal variance. MRI scanner normally gives the magnitude of the complex data as its output. Due to the nonlinear transformation of Gaussian noise in the complex space, the resultant noise is Rician distributed. Due to this Rician noise NMR signal becomes biased, which is normally an overestimation as compared to its true value [5] along with fluctuations in the signal which reduces the image contrast. Rician noise is a signal dependent noise, rather than a simple additive noise which is relatively easy to filter out. The areas of the image having low intensity are considered having noise with Rayleigh distribution while higher intensity regions are considered Gaussian distribution corrupted. Overall, the noise tendency is considered to be Rician distributed. Rician noise degrade images in both, quantitative and qualitative measures thus making it difficult to perform analysis, interpretation and feature detection. Therefore, it is highly desirable to develop such filters which are specifically suitable for Rician noise removal [6].
Conventional method used for fMRI data de-noising is Gaussian filtering [7]. In fMRI data there are functionally active regions of different shapes, thus Gaussian kernel defined for one region is not generally suitable for other regions thus causing blur in the images [8]. Wavelet based smoothing is used for the avoidance of blurring effect [9]. In literature [10-12] have proposed other techniques for filtering the fMRI data. Anisotropic averaging is another technique proposed by [13] which is basically inspired from the work of anisotropic diffusion [14] and is further refined by [3] in which a metric is formed by looking for highly activated voxels from which reference time courses are constructed which are used for filtering purposes. Some adaptive temporal filtering schemes have also been used on fMRI data like Wiener filtering [15], FIR filtering [16] and spectral subtraction [17]. Once the data is de-noised, then it is ready to be analyzed by different classification techniques including PCA, ICA and artificial neural networks which is not in the scope of this study and hence will not be discussed.

Work done in this paper is more relevant to [18] in which non local mean de-noising of MRI data is being done using un-biased non-local mean (UNLM). In our proposed work we have extracted gradient based weights from the image which are used for filtering the mean square image. The result is then unbiased using the estimated Rician noise variance.

Remaining article is represented as follows. Section 2 explains the background theory of NLM filter and noise variance estimation. Details of the suggested method are explained in section 3. Section 4 and 5 elaborates data and simulation results respectively. Concluding remarks are presented in section 6.

Background and Theory

Non Local Mean Filter: Non Local Mean (NLM) filter was first suggested by [19] which was then further refined and implemented on MR images by [18]. Details of NLM filter are as under.

For a noisy image \( I \), filtered value \( f \) of pixel \( p \) is calculated as given by equation (1) [18].

\[
f(p) = \frac{\exp[-d(p,r)/h^2]}{\sum_r \exp[-d(p,r)/h^2]} \sum_{r \in r} w(p,r) J(r)
\]

where \( p \) is the pixel being filtered, \( r \) represents each pixel in the image and \( w(p,r) \) are the similarity weights being defined by equation (2)

\[
w(p,r) = \frac{\exp[-d(p,r)/h^2]}{\sum_r \exp[-d(p,r)/h^2]}
\]

where \( h \) is the decaying or smoothing factor and \( d(.) \) is the Gaussian weighted Euclidian distance of all the pixels in each neighborhood given by equation (3)

\[
d(p,r) = g \left| \frac{I(N_p) - I(N_r)}{h} \right|^2
\]

Here \( g \) is the normalized Gaussian weighted function and \( N_p,N_r \) are user defined windows [20].

Output of equation (1) is biased case of MR images so [18] (Manjón et al. 2008) have used equation (4) for reducing the bias of the noisy MR data.

\[
\text{Unbiased}(f) = \sqrt{f^2 - 2\sigma_n^2}
\]

where \( \sigma_n^2 \) is the estimated Rician noise variance, while \( f \) represents a squared image.

Noise Variance Estimation: In the above technique noise variance is required to be estimated as well. Accuracy of signal estimation from noisy magnitude image data is dependent on the estimation of noise variance.

Research on a number of methods for Rician noise estimation exists in the literature. Noise variance \( \sigma_n^2 \) can be estimated using a single image or using multiple images.

Rician Noise Variance from Single Magnitude Image: Rician noise estimation technique from a single image is based on the assumption that there is a sufficient background area where there is no signal present in the image thus following Rayleigh distribution. Therefore noise variance estimation [21] can be written as

\[
\sigma_n^2 = \frac{1}{2N} \sum_{k=1}^{N} M_k^2
\]

Here \( N \) represents the number of Pixels in the window under consideration.

There is another algorithm which uses the histogram of the noisy image. The approach assumes that signal intensity in the background of the image is zero. A sharp peak at zero histogram is the result of such an image having no noise. However, if noise is present in the image, then the resulting histogram is shifted to value nearly equal to the noise variance \( \sigma_n^2 \) value [21].

\[
\frac{\sigma_n^2}{2} \approx \text{mode} \left[ \hat{\mu}_{2\hat{y}} \right]
\]
In equation (6) \( \frac{\sigma^2}{n} \) is the second moment of the magnitude MR image.

Another approach for noise estimation is also used in the literature which is based on the 2nd and 4th order moment of Rician distributed data [21].

\[
\frac{\sigma^2}{n} = \frac{1}{2} \left( E[M^2] - \left( 2E[M^2] - E[M^4] \right)^{0.25} \right)
\]

(7)

Where \( M \) is the magnitude noisy image. Rician noise variance estimator based on magnitude image variance is also proposed by [21]. Here again it is assumed that the signal strength of background pixels is zero.

\[
\frac{\sigma^2}{n} = \sigma_M^2 \left( 2 - \pi^2 \right)^{-1}
\]

(8)

**Rician Noise Variance Estimation Based on Multiple Images:** Rician noise estimation based on single image methods suffers few disadvantages like large homogeneous regions with no signal. In some cases this requirement is not met thus making the estimation process prone to errors. To cover this issue, methods have been developed which uses two versions of the same image [4].

\[
\frac{\sigma^2}{n} = E[M_s^2] - E[M_u^2]
\]

(9)

Where \( M_s \) and \( M_u \) are single and averaged magnitude images.

**Proposed Technique**

**Estimation of Pixel Values:** Normally variation in the intensity of adjacent pixels is very small. Thus, there should be no abrupt changes in the neighboring pixels. However, if the difference is large then it means that pixel under consideration is corrupted with noise. Keeping in view this fact, exponential gradient weights are calculated. It should further be noted that the approach of [22] for signal estimation is based on the weights which are estimated from the time series of all images. However, here we estimate weights using only a single image.

Let \( M_i \) is the first image being processed by the suggested technique and \( L_{ij} \) is a 3x3 window of \( M_i \). \( L_i \) is the pixel which is under consideration.

\[
L_5 = \begin{bmatrix} l_1 & l_2 & l_3 \\ l_4 & l_5 & l_6 \\ l_7 & l_8 & l_9 \end{bmatrix}
\]

(10)

Then

\[
w_i = \exp \left[ -\frac{\|V_i\|}{0.25\|V_{\text{max}}\|} \right] \quad i = 1, 2, 3, ..., 9
\]

(11)

Where

\[
V_i = (l_j) - (l_5) \quad i = 1, 2, 3, ..., 9
\]

(12)

Processed central pixel of the 3x3 window is calculated as

\[
f_5 = \frac{\sum_{i=1}^{9} w_i \cdot l_i}{\sum_{i=1}^{9} w_i} \quad i = 1, 2, 3, ..., 9
\]

(13)

Where \( l_i \) is the output of the mean filter having an input \( L_5 \). In a similar way all pixels of the image \( M_i \) are processed and filtered out thus making complete image \( f \). However, this image is still biased and can be made cleaned using equation (14).

\[
\text{Unbiased}(F) = \sqrt{\frac{F^2 - 2\sigma_n^2}{n}}
\]

(14)

Where \( \sigma_n^2 \) is the Rician noise variance and is necessary for complete filtering process. Steps for finding out \( \sigma_n^2 \) are depicted in section 3.2. Thus a single fMRI image is de-noised. To clean out all images, the procedure needs to be repeated for all images.

**Noise Variance Estimation:** Accurate noise variance estimation is the key requirement of de-noising in fMRI data. Noise estimation techniques discussed earlier are not suitable for fMRI data because there is no zero signal (background) in this case. Authors of [22] have suggested a histogram based method for variance estimation. In this proposed scheme we are estimating Rician noise variance using equation (15), which uses histogram method of noise estimation. Estimated variance found out by the proposed method is biased, as can be seen in Figure 1 which shows histogram of a simulated fMRI image with no noise i.e. sigma =0, with noise sigma=0.1 and sigma=0.6 respectively. By taking a large number of observations using equation (15) it became evident that noise estimation is biased by almost 33 percent. To remove the bias, equation (16) is used which is proposed by [22].

\[
\hat{\sigma} = \text{Mode}(M_1)
\]

(15)
Step 6: Estimate Rician noise using equation (15) and equation (16).

Step 7: Use equation (14) to find un-biased filtered image.

Step 8: Use the above steps iteratively to de-noise all images.

Data: Since actual fMRI data is complex and no ground truth is available for it, therefore it is a common practice to use synthetic fMRI data for testing the performance of any proposed algorithm. The results obtained from simulated data are assumed to be equally valid for actual fMRI data. Thus accurate and near to actual fMRI data is necessary for research purposes. Different sources on web are available where one can find synthetic fMRI data for research purposes. [Source: simulated fMRI data (http://mouldy.bic.mni.mcgill.ca/brainweb/)]

Synthetic fMRI data: In this work synthetic fMRI data is acquired from Machine learning and Processing Lab University of Maryland Baltimore county USA [23].
Fig. 3: Sources and Time courses

This data comprises of 100 images each of 60x60. The data is formed by a set of sources shown in Figure (3) [23]. Which consists of one Gaussian source, five super-Gaussian and two sub-Gaussian sources. Eight time courses are also shown which consists of task related transiently task related and artifact related. Each source image dimension is 60x60 with 100 time points. Thus there exists 100 images each of 60x60. Data available for processing is formed by the multiplication of time series matrix with the Image data. Since, in this case time course matrix consists of 100 entries, thus a mixture of 100 scans. Figure 4 shows only 4 images of the observed fMRI data [23]. Synthetic data thus formed is not noisy, However, it is a mixture of the actual images and time courses. It is a challenging job to separate these sources and time courses. To make this data noisy, equation (17) is used for different noise levels.

\[ M = \sqrt{\left( \frac{\hat{\sigma}_n^* \text{randn}}{\sqrt{n}} \right)^2 + \left( \frac{\hat{\sigma}_n^* \text{randn}}{\sqrt{n}} \right)^2} \]  

(17)

\( F \) is the noise free synthetic fMRI image, \( \text{randn} \) is the zero mean unit variance Gaussian noise and \( \sigma_n \) is the noise standard deviation.

**RESULTS AND DISCUSSION**

Equation (17) is used to corrupt synthetic fMRI data with known noise levels. One exemplary non noisy and noisy image is shown in Figure 5 (a) and (b) respectively. Noisy synthetic fMRI image is smoothed out using the suggested and state of the art methods. Figure 5 (c) (d) (e) (f) (g) (h) shows the visual effects of de-noised image by Mean, Median, Wiener, NLM and Anisotropic filters and proposed filter. Visual performance of the suggested filter is good as compared to state of the art filters. For the case of synthetic data we have ground truth or non noisy data available, therefore, results of the suggested and state of the art techniques are compared using correlation SSIM, PSNR and RMSE etc. Figure 6 and Figure 7 shows the performance of the suggested and state of the art filters in
Fig. 5: (a) Simulated fMRI Image  (b) fMRI noisy image with noise standard deviation=0.6 (c) Processed fMRI Image by Mean filter (d) by Median filter (e) by Wiener filter (f) by NLM filter (g) by Anisotropic filter (h) by Proposed filter

Fig. 6: Correlation VS PSNR

Fig. 8 RMSE VS PSNR

Fig. 7: MSSIM VS PSNR

Fig. 9: PSNRO VS PSNRI
Table 1: Performance comparison (unprocessed noisy image PSNR is -1db)

<table>
<thead>
<tr>
<th>Filter/parameter</th>
<th>Correlation</th>
<th>MSSIM</th>
<th>PSNRO</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.72</td>
<td>0.25</td>
<td>0.0</td>
<td>50</td>
</tr>
<tr>
<td>Median</td>
<td>0.70</td>
<td>0.24</td>
<td>0.56</td>
<td>48</td>
</tr>
<tr>
<td>Wiener</td>
<td>0.71</td>
<td>0.26</td>
<td>0.10</td>
<td>51</td>
</tr>
<tr>
<td>NLM</td>
<td>0.61</td>
<td>0.12</td>
<td>0.50</td>
<td>47</td>
</tr>
<tr>
<td>Anisotropic</td>
<td>0.67</td>
<td>0.25</td>
<td>-0.30</td>
<td>52</td>
</tr>
<tr>
<td>Proposed spatial filter</td>
<td>0.73</td>
<td>0.31</td>
<td>3.2</td>
<td>35</td>
</tr>
<tr>
<td>Un-processed noisy image</td>
<td>0.56</td>
<td>0.21</td>
<td>-1</td>
<td>57</td>
</tr>
</tbody>
</table>

terms of correlation and MSSIM. Suggested filter is slightly good keeping in view the correlation and MSSIM results.

The horizontal axis in Figure 6 shows PSNR which is a peak signal to noise ratio of actual and noisy image with different noise levels. In Figure 6 where correlation is used as a quality measure vertical axis shows correlation values for actual and noisy image, actual and de-noised image (of course by proposed and other techniques), Where it can be seen that for a specific PSNR value i.e. -0.5 db correlation of actual and noisy image is 0.57 while that of de-noised image by proposed filter is 0.74 and correlation of other filters is less than that. Same way of reading can be adopted for other figures. It should be noted that MSSIM, PSNRO and RMSE are qualitative measure for processed images in this case.

The performance results of suggested and state of the art techniques are compared in terms of PSNR and RMSE and are shown in Figure 8 and Figure 9 respectively. It is evident that proposed technique out performs keeping in view PSNR and RMSE.

The results of the suggested and state of the art filters are also shown in tabular form in Table 1. Figure 10 shows noisy and de-noised actual fMRI slice. It is apparent that sudden changes have been smoothed out in the resultant slice.

CONCLUSION

In this work we proposed an exponential gradient based Rician noise removal filter specifically suitable for fMRI data. Filter weights are extracted from spatial images exploiting the structural similarity of the neighboring pixels. Filtered image was further refined by subtracting bias from the image. The performance of the proposed filter was compared to conventional filters. Experimental results show that suggested technique is slightly good in terms of SSIM and correlation while reasonably good in terms of PSNR and RMSE from the conventional filters. The proposed technique can be tailored for other application having Rician noise.
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